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Abstract — This article analyzes the traditional time series
processing methods that are used to perform the task of short
time series analysis in demand forecasting. The main aim of this
paper is to scrutinize the ability of these methods to be used when
analyzing short time series. The analyzed methods include
exponential smoothing, exponential smoothing with the
development trend and moving average method. The paper gives
the description of the structure and main operating principles.
The experimental studies are conducted using real demand data.
The obtained results are analyzed; and the recommendations are
given about the use of these methods for short time series
analysis.
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1. INTRODUCTION

Usually, when analyzing demand data that are considered
time series and represent the historical market demand for the
product in a given period of time, there is a necessity for
forecasting — to determine the possible product demand in the
future. Accurate forecasts can reduce the decision risks, which
emerge, e.g. when the necessary number of the product is
ordered for the next sales cycle.

Traditionally, the process of the time series analysis is
based on searching for patterns in a long period of time by
analyzing the changes of values in moments of time; as a
result the future values of the analyzed object are extrapolated.
Such processes can be related to changes of economic indexes,
e.g. currency exchange rate fluctuations [1]. Similar processes
are analyzed in tourist inflow forecasting for the next season
[2]. All these analysis processes are similar as the changes in
environment functionality cause the changes in the
parameters. It is postulated that a time series is stationary; the
longer the period of monitoring is in this time series, the
greater the probability is to find these patterns more
effectively [3].

The current market demand for the product, when the
demand depends on the price, can be determined using
regression analysis [4], directing it by sales capacity statistics.
This approach can be used only for market analysis; it does
not give information about the possible demand in the future.
The forecasts have to contain both external and internal factors
that can influence the environment. The external factors can
be related to the standard of living of the population (taxes,
income etc.), political and social situation, climatic conditions,
world currency rate fluctuations, etc. The internal factors, on
the other hand, are related to the price, quality, advertisement
campaigns, trademark popularity, etc. of the goods
manufacturer, seller or the middleman. The goal of forecasting
is to reduce the effect of random factors on the resulting

situation as adequately as possible, as well as help the decision
maker choose the right strategy while making the decision.
The credibility of the forecasting results is greatly affected by
the accurate selection of the analyzed data that is carried out
before the processing of data analysis. The historical demand
results or data have to present the demand in the same
moments of time, in periods (hours, days, months, etc.) and in
the same units (pieces, kilograms, tons, etc.). To verify the
accuracy of the obtained forecasts, they can be checked by
calculating the error that is shown by the chosen method.

However, in the real life applications there are tasks, which
have historic demand information with very scarce amount of
statistical values, e.g. retail of collection at a clothing store;
analyzing gene expression in medicine or the influence of
pharmaceuticals over a short period of time in pharmacology,
etc. Small amount of historic information statistics is called
short time series in computer science. The aim of this article is
to determine whether tasks that are difficult to formalize,
including the processing of short time series, can be solved
using the classic time series handling methods. Based on the
simple demand data, the present research determines the errors
made by the proposed methods and provides assessment on
the application of these methods.

II. THE METHODS OF THE RESEARCH

Short time series is defined as successive events that are
ordered by specific time and observations [5]. The number of
periods in short time series is not large and it is described by
the equation 7 = {T,T5...,T,}. The analysis of short time
series is performed to determine the structure of series and
forecast the future values. The analysis process determines the
structure of time series and patterns that include noisy, peak,
seasonal and cyclic values. To perform the short time series
data analysis, it is important to ensure the integrity of the
studied objects. Based on the tasks, the most adequate data
pre-processing approaches have to be chosen to prepare the
initial data for the data analysis process[5].

A. Moving Average Method

Moving average method is used if the time series does not
show a strong trend, and the demand data fluctuate around a
certain mean value [4]. In this situation, the moving average
method can be used for forecasting. The value that is used for
forecasting is also called an adaptive average; the values are
attributed to the end of the interval, compared to moving
average in statistics where smoothing is directed towards the
middle of the interval. In the process of forecasting, it is
assumed that the adaptive mean value is the most probable of
the possible values for the next period P, Then the moving
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average value is M,=P,; and it is calculated using the
equation (1):
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where
N — the length of the smoothing interval;
x;— the demand over the period ¢.

When using moving average models, the forecast depends on
the length of the smoothing interval. To determine the most
appropriate length of the interval, it is necessary to calculate
and evaluate the mean forecasting error for different intervals.
For this reason, one can use mean absolute deviation, squared
error, mean squared error or mean absolute percentage error
[4].

The limitations of the moving average method are related to
the requirement for large amount of historic statistics because,
when they are smoothed, the average data are summed,
decreasing the overall number of periods. This method is not
recommended if the fluctuations of the historic data have large
dispersion and if the nature of the fluctuations is seasonal,
which would create unnecessary smoothing. To avoid one of
the shortcomings of the moving average method, when there
are unequal values between values in the periods of the time
series, weights are used to smooth out the importance between
periods. The value of weights is set by a user. The sum of all
weights has to be equal to 1.

B. Exponential Smoothing

Exponential smoothing is based on historical demand data,
forecast of the preceding period and the calculation of its
squared error [7]. This method uses weight correction that
corrects the last demand in the historical time series. The
forecast for the new period is calculated according to the
equation (2):

Ea=a-R+(1-a)-f, (@)

where
F,.; — the forecast for the next period;
0<a<1 — the constant of exponential smoothing;
R, — the actual demand of the previous period;
f; — the forecast of the previous period.

The forecast of the previous period is calculated as the mean
of the previous periods. The constant of exponential
smoothing o regulates the sensitivity towards demand
fluctuations. If its value is too high, it is responsive to demand
fluctuations, but if its value is too low, the model will be less
responsive towards demand fluctuations. Therefore high
values of a are used to forecast demand with short historical
information, but low values of a are used to forecast large
amount of statistical data. The correct choice of the constant
value of exponential smoothing diminishes the squared error
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(SE) of the forecast that is calculated according to the equation
3):

3)

where

F,— the demand forecast in the #-th period;

R, — the actual demand in the #-th period;

n — the number of periods in the time series.
However, the probability of forecast credibility should also be
taken into account as it has a direct influence on the forecast
error distribution based on the type of the chosen error
distribution. Usually the normal error distribution type is
chosen. In the normal distribution only approximately two
percent of observations exceed two standard deviations above
the average level. Whereas the error usually fluctuates close to
the mean value, that follows from the assumption about the
normal distribution, the actual forecast, regarding the chosen
probability level in normal distribution, is calculated as shown
in the equation (4):

FF, =t+z-SE, o

where
FF, — the demand forecast according to the chosen
confidence level;
t — the calculated short-time forecast for the next period;
z — the number of standard deviations according to the
chosen confidence level.

Therefore the probabilistic actual demand value at 95%
confidence level is £1.96 standard deviations, that conforms to
normal distribution and varies in the interval —z < FF, < +z.
The value of standard value can be calculated with the help of
guidebooks [4].

The advantage of the above-mentioned method is its ability
to adapt itself to changes between periods with little historical
information. The accuracy of the forecast depends on the
chosen constant of exponential smoothing. If the changes
between periods have low variations then a lower value should
be chosen for the constant, but if the variations are large, the
value of the constant should be larger.

C. Exponential Smoothing with the Development Trend

The method of exponential smoothing with the development
trend is based on the sum of two equations that describe the
short-time forecast p,.; and trend T,.; [8]. The short-time
forecast is calculated as shown in the equation (5):

P =R +(1-a)(p,+T), %

where
p:— the forecast for period #;
0<oa<1I — the constant of exponential smoothing;
R, — the actual demand of the previous period,
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T;— the trend of changes in period ¢.
The trend is calculated according to the equation (6):
Ta=p-(pa—p)+T-(1=p), (6)

where
[ — the trend smoothing constant in period .

The trend smoothing constant f is estimated, based on the
assumption similar to exponential smoothing constant — the
larger value is chosen to be £, the larger the influence of the
short-time forecast will be and the smaller the impact of the
trend will be.

The advantage of the exponential smoothing and
exponential smoothing with the development trend methods is
their ability to operatively calculate forecasts for the next
period based on the previous period; but their disadvantage is
the lack of information about forecasts after the calculated
period because both methods are based on the actual value of
the preceding periods and the comparison of their forecast
error.

III. THE EXPERIMENTS AND RESULT ANALYSIS

In the experiments, the historical demand dataset
(containing 65 records) has been used for a certain product
group. Every record describes demand for the product in each
month of the year. Based on this dataset, a total demand for
the product group has been generated for each month of the
year, see Fig. 1.
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In the experiments with the moving average method, using
different smoothing period intervals, the obtained errors can
be seen in Table 1.

TABLE I
FORECAST USING DIFFERENT PERIOD SMOOTHING INTERVALS

T3 T4 T5 T6 | T7 | T8 | T9 | T10 | T11 | T12

152 164 | 171 | 163 | 141 | 144 | 155 | 163 | 173 | 187

163 | 162 [ 163 [ 154 [ 147 [ 152 [ 154 | 171 | 185

161 | 158 [ 156 | 156 | 152 | 151 | 162 | 180

158 | 152 [ 157 | 159 | 152 | 159 | 171

153 | 154 [ 160 | 158 [ 158 [ 167

155 | 157 [ 159 | 163 | 166

157 | 156 | 163 | 169

b= =1 =] BN (o) RV) B (04 b1

156 | 160 | 168

Using the exponential smoothing method, three different
constant values a of exponential smoothing have been used;
the obtained results are shown in Table II.

TABLE 1
FORECAST WITH DIFFERENT EXPONENTIAL SMOOTHING CONSTANTS
o T7 T8 T9 T10 T11 T12
02 155 149 152 157 156 164
0.4 151 143 155 162 154 171
0.8 144 132 161 171 151 186

Using exponential smoothing with the development trend
method, three different trend smoothing constants £ have been
used; the forecasting results are presented in Table III.

TABLE III
FORECAST WITH DIFFERENT TREND SMOOTHING CONSTANTS

o B T7 T8 T9 T10 T11 T12
02103 154 154 158 158 156 155
04 ] 0.5 148 144 148 149 144 147
0.8 109 132 127 150 165 155 180
02109 152 165 167 162 167 154
0.8 103 140 127 153 167 152 182
0.1 103 156 160 165 167 170 169
09109 129 125 157 172 154 187

Squared error has been calculated for all methods used in
the experiments by means of different intervals and smoothing
coefficients; the achieved results can be seen in Table IV.

0 TABLE IV
11 17 13 14 15 1h 1/ 18 3 1o SQUARED ERROR OF FORECASTING

. Method N /] B SE
Fig. 1. Demand for the product group Moving average 3 2042
. . . Moving average 4 17.97
As the basis of the moving average method, a smoothing Moving average 5 14.91
interval of three to ten periods has been used; and, according Moving average 6 11.24
to the calculated squared error, the most appropriate [ Moving average 7 10.25
S Moving average 8 10.10
smoothing interval has been chosen. Moving average 5 320
.Using equnential smoothing and expf)nentigl smoothing Moving average 10 318
with trend adjustment method, the first six periods (T1-T6) Exponential smoothing 0.2 34.79
have been used as a set of historical demands serving as the Exponential smoothing 04 33.05
basis for forecast. The next six (T7-T12) have been compared g"l"’“en?”;l Smo“}?_‘mg — 0.8 31.26

t t
to forecast the result, and the forecast error has been xponential smoothing with the 02 03| 3663

development trend

calculated. Exponential smoothing with the

04105 42.89

development trend
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TABLE IV (CONTINUED)
Method N o B SE

Exponential smoothing with the

development trend 0.8 109 32.52
Exponential smoothing with the 02 | 09 3355
development trend ) ) )
Exponential smoothing with the 08 | 03 3319
development trend ) ) )
Exponential smoothing with the 01| 03 2942
development trend ) i :
Exponential smoothing with the 09 | 09 3125
development trend ) ) )

The obtained results show that the best results are achieved
using the moving average method with eight (N = 8) period
smoothing interval. The exponential smoothing method shows
the best results, when the value of exponential smoothing
constant is at its maximum. The exponential smoothing with
the development trend shows the least error value with
minimum and maximum values of the smoothing coefficients.

If we calculate demand forecast using the exponential
smoothing method with the chosen confidence interval, the
forecast for period T12 will be 169, ie., FF, = 169
+1,96*29,42(SE).

IV. CONCLUSIONS

According to the conducted experiments, the moving
average method (see Fig.2) achieves the smallest squared
error value, but the forecast smoothing regarding the initial
historical data is too large. This indicates that forecasting
results are too much smoothed and they do not reflect the
actual demand. If the store uses this method to forecast the
demand for goods in clothing retail, where the flow of goods
is dictated by fashion — collections (usually two or four in a
year), then smoothing that is too much expressed can cause

200 /
- \\/ /\ M

\\/

T T2 T3 T4 TS5 16 T7 T8 To T10 Ti1 T12

=—¢—Demand

Exponential smoothing —#— Exponential smoothing with the development trend —=—Moving average N=8

Fig. 2. Initial historical data and the obtained forecasts using the methods
considered in the paper

either excess of the product or shortage in the market, which
is unacceptable from the business point of view. Therefore,
this method should not be used in short time series forecasting.

Similar results, also with too much smoothing for the
forecasts, have been shown by exponential smoothing with the
development trend. This method is also not recommended for
use in short time series forecasting.
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The exponential smoothing has shown the largest squared
error value using the chosen dataset; the forecasting result
curve of this method repeats the fluctuation of historical data.
It means that theoretically this method can be used for short
time series forecasting because it reacts to both sharp and
slight changes in demand. This method can be used under the
condition that there is at least little historical demand
information (two to six periods). To decrease the value of
squared error, values of the exponential smoothing o can be
used by assigning different weights to different dynamic levels
of the series. For example, if it is known that the forecast is
influenced by the closest levels of the previous series, then
value of a should be larger, but, if the main influence comes
from the previous values, then value of a should be smaller.
The sum of weights should be equal to 1.

The dataset used in the experiments has been compiled
from one product group. The given dataset reflects the overall
demand for the products of one group over a specific period of
time, but it does not analyze every product or time series
separately (see Fig.3). If each time series is analyzed
separately, a lot of

TL[T2[T3[T4] .. | Tn

Fig. 3. Time series comparison for each period of time

significant information that influences the forecast directly is
lost. For example, if we talk about clothing retail, where each
historical demand time series has also descriptive information
— size, colour, model etc., then in the analysis of the group this
information is lost. To forecast demand for each product, it is
necessary to carry out a deeper data analysis by comparing
time series at each point of time. This type of analysis can be
performed using data mining methods and algorithms by
finding similarities in the time series and then grouping them
according to similarity measures — clustering the data. Based
on the patterns of the found groups, it is possible to make a
connection between the historical demand of the product and
its descriptive information, using data mining classification
methods.

The research shows that in the processing of short time series,
using the methods considered in this article, forecasting can be
performed under the condition that there is no need for more
detailed historical data analysis. The historical demand data
series has to include information that does not hold more than
one condition and it should not have any dependent
descriptive parameters.
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Arnis Kir$ners, Arkadijs Borisovs. Isu laika rindu apstriades metoZu salidzino¥a analize

Raksta tiek analiz&tas tradicionalas laika rindu apstrades metodes, kuras tiek lietotas pieprasijumu prognozéS$anai isu laika rindu analizei. Parasti, analizgjot
pieprasijuma datus, kuri tiek uzskafiti par laika rindam un att€lo kada produkta vésturisko pieprasijumu tirgt konkréta laika vieniba, rodas prognozes
nepiecieSamiba, lai noteiktu $1 produkta iesp&jamo pieprasijumu nakotn€. Ar prognozes palidzibu, iesp&jams, samazinat [émumu riskus, kas rodas, pieméram,
pasiitot nepieciesamo produkta daudzumu nakamajam periodam. Tradicionali laika rindu analizes process tiek balstits uz likumsakaribu meklésanu ilgaka laika
posma, analiz&jot vertibu izmainas laika momentos, ta rezultata tiek noteiktas analiz€jama objekta iespgjamas veértibas nakotné. Prognozes mérkis ir péc iesp&jas
efektivak samazinat nejausu faktoru ietekmi uz galigo rezultatu, ka ari palidzet leméjpersonai izvéleties pareizo stratégiju, pienemot lemumu. legiito prognozes
ticamibu ir iesp&jams parbaudit, aprékinot izvEletas pieejas vai metodes radito kludu. Bet praksg ir sastopami uzdevumi, kad vésturiska pieprasijuma informacija
ir pieejama ar Joti nelielu statistikas daudzumu, pieméram, apgérbu tirdznieciba ar kolekcijas precém; medicina analizéjot génu ekspresijas vai farmakologija
analiz&jot zalu iedarbibu 1sa laika vieniba utt. Raksta ir analiz&tas eksponencialas nogludinasanas, eksponencialas nogludinasanas ar attistibas tendenci un slidosa
vidgja lieluma metodes. Aprakstiti $o metozu uzbiives un darbibas principi. Raksta mérkis ir parbaudit $o metozu izmanto$anas iesp&ju, analizgjot Tsas laika
rindas. Eksperimentali veikti p&tijumi, izmantojot realus pieprasijuma datus. Izverteti iegiitie rezultati un sniegti ieteikumi par $o metozu izmantoSanu isu laika
rindu analize.

Apnuc Kupmnepe, Apkaauii bopucos. CpaBHUTe/ILHBII aHAIH3 MeTO10B 00pa00TKH KOPOTKHUX BPEMEHHBIX PSI/I0B

B cratee aHanu3upyloTCsA TpaJULHOHHBIE METOAbI 00PabOTKU BPEMEHHBIX PSIOB, KOTOPBIE HCIONB3YIOTCS B 3aJadaX IPOTHO3MPOBAHUS CIIpoca UL aHAIN3a
KOPOTKHX BPEMEHHBIX psiyoB. Kak mpaBmilo, aHaIM3UpYs JaHHbIE CIPOCa, KOTOPBIE PACCMATPHBAIOTCS B KaUeCTBE BPEMEHHBIX PSJIOB M IPEACTABILIIOT COO0M
HCTOPUYECKHH CIIPOC MPOAYKTA B ONPE/IEIEHHOH eIMHHIE BPeMEHH, NOSIBIAETCS] HEOOXOAUMOCTh IIPOTHO3a, YTOObI ONPEIEIUTh OTEHINABHBIHA CIIPOC HAa ITOT
mpoayKT B OymymeM. IIporao3 momMoraeT CHU3HTh PUCKH IPHUHATHS PELIeHHs], BOSHHKAIONINeE, HAaIPUMep, IIPU 3aKa3e HeoOXOIUMOTro KOJIHMYECTBa IPOIYKTOB Ha
cnepyromuit nepuol. TpaaMIIMOHHO, aHAIU3 BPEMEHHBIX PSJOB OCHOBAaH Ha IPOLECCE IOMCKA 3aKOHOMEPHOCTEH B JOITOCPOYHOM IEPHOAE, AHAIU3HUPYS
M3MCHEHHMS 3HA4YEHUs B OINPEIEICHHOM MOMEHTE BPEMEHH, B pe3yJbTaTe Yero onpeiensercs nporHos B Oymaymiem. Llens mporsosa - 3d(eKTUBHO CHH3HUTH
BJIUSIHUE CITy4aiHBIX (DAKTOPOB HAa KOHEUHBIN Pe3ynlbTaT, a TaKkKe IIOMOYb JIUIly, IPHHUAMAIOMIEMY pelIeHHe, BEIOPATh NPABHIBHYIO CTPATeTHIO UL IPHHSITHA
pemenus. JlocTOBEpHOCTh IPOTHO3a OIPEENAeTCS IPU pacuéTe OMMUOKY II0X0Aa WK MeToa. Ho Ha mpakTHke BcTpedaroTcs 3ajadd, B KOTOPBIX HCTOpHYEcKast
uHpOpPMAIMA O CIPOCE JOCTYITHA C OYEHb HEOOJBIIMM KOJNMYECTBOM CTaTHCTHYECKHX JAHHBIX, 3TO, HAlNpUMEpP, TOProBis KOJUICKIHOHHOH OACKIOH, B
MeJMIMHE - aHAJIH3 DKCIPECCUH TeHOB, B ()apMaKOIOTUMH - aHAIU3 BO3ICHCTBUS Iperapara B KOPOTKOM BPEMEHHOM HHTepBaje U T.I. B naHHOU cTaTbe
AHAIU3HPYIOTCS METOJbI SKCIOHSHITHAIBHOTO CIIaXKUBAHMS, SKCIIOHSHIINATFHOTO CIVIAKHBAHUS ¢ TCHACHIMSAMHU Pa3BUTHS U CKOIB3SIIEro cpegHero. OmmcaHo
MOCTPOEHNE M INPUHIMIBI PAOOTHI 3THX METOJOB. Llenblo cTaThu SABISETCS NPOBEPKAa BO3MOXKHOCTH HPHMEHEHHs 3TUX METO/OB, aHAIM3UPYS KOPOTKHE
BpeMeHHbIe psabl. [IpoBeleHbl HCCIEIOBAaHMS C MCIOIb30BAHHEM DEaNbHBIX NAHHBIX chpoca. OIEHEHbl Pe3ylbTaThl H IPEATOXKEHbl PEeKOMEHIALHU IO
MIPUMEHEHUIO 9TUX METOJ0B B aHAJIN3€ KOPOTKUX BPEMEHHBIX PANO0B.
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