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Abstract – Neural networks are commonly used methods in stock market predictions. From the earlier studies in the literature, the requirement of optimising neural networks has been emphasised to increase the profitability, accuracy and performance of neural networks in exchange rate prediction. The paper proposes a literature review of two techniques to optimise neural networks in stock market predictions: genetic algorithms and design of experiments. These two methods have been discussed in three approaches to optimise the following aspects of neural networks: variables, input layer and hyper-parameters.
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I. INTRODUCTION

A neural network (NN) is a massively parallel-distributed processor made up of simple processing units that have a natural propensity for storing experiential knowledge and making it available for use [1]. NNs are utilised to model the relationships between outputs and inputs of the systems for the purpose of classification, regression, clustering, simulation, pattern recognition etc. They have been used for decades in the areas such as chemistry, energy, finance, operations management, etc. Among these areas, NNs have become a popular tool for financial decision making due to the following reasons [2]:

- There is no need for data distribution assumptions in NN applications.
- NN is an incremental mining technique that permits new data to be submitted to a trained network in order to update the previous network [3].
- NNs are able to decode nonlinear time series data that adequately describe the characteristics of the stock markets [4].
- NNs learn information by training rather than by programming [5].
- NN is data driven and is not restrictive by historical data generation process [6].

One of the earliest studies [7] was performed on the evaluation of strength of NN in the financial time series analysis. IBM common stock daily return was predicted to decode nonlinear regularities in asset price movements. In the study, it was found out that expectation of opening keys of complex financial markets with simple NNs would probably fail. In this context, researcher in [7] considered three-layer perceptron as a simple NN. Therefore, it was suggested to improve NN structures such as predefined parameters that were used during the training process. During the same period with [7], the ratings of corporate bonds prediction were considered as a generalization problem and NNs were used to solve this problem. In the study [8], it was verified that NNs performed much better than mathematical models.

In the literature, it was verified that NNs gave successful results in exchange rate prediction problems; however, it was emphasised that traditional NNs might sometimes provide controversial results. In the research [9], NNs were used to predict exchange rates of US Dollar (USD) and five other currencies and stated that multi-layer perceptron (MLP), one of the most commonly used NN type, models gave significantly successful results in most of the financial data series analysis but in some cases statistical prediction methodologies provided more accurate results than NN. In case of unsuccessful results, analysts were suggested to check additional factors affecting the performance. Strength of prediction performance of NN was proven even in extreme situations such as financial crisis, political situations etc. Borsa Istanbul-100 (BIST-100) index was predicted with MLP based on macroeconomic indicators such as gold price, oil price, interest rate, money supply and trading volume during the global financial crisis in the time interval between July 2007 and December 2009 [10].

There are many other statistical and mathematical models to forecast exchange rates; however, it has been proven that NNs generally provide better results than statistical and mathematical models. Authors of [8] observed that accuracy of NN was considerably higher than regression analysis, e.g., the success rate during the testing phase for two-layered MLP was 88.3% as compared to 64.7% for the regression models. Authors of [11] compared MLP with traditional econometric techniques, including linear and nonlinear analysis, in order to predict net asset values of mutual funds. It was verified that NNs significantly outperformed regression models. Researchers of [12] used probabilistic NN to predict the Taiwan Stock Exchange index return based on some set of buy or hold strategies. Probabilistic NN based performance values were compared with mathematical models and random walk models. They concluded that probabilistic NN based investment strategies obtained higher returns than other traditional strategies. Author of [13] proposed a hybrid forecasting model combining MLP and GA in order to predict Indian Rupee vs. US Dollar (INR/USD), Euro vs. Canadian Dollar (EUR/CAD)
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and Australian Dollar and British Pound (AUD/GBP) in the
time interval between 2011 and 2014. The proposed model was
compared with a linear-trend model, ARMA model and simple
MLP. Findings demonstrated that linear-trend models failed
with negative Pearson coefficient values. In all exchanges
except INR/USD, ARMA model’s Pearson coefficient was
around 73 %, while simple MLP was around 95 %. In
INR/USD exchange, both MLP and ARMA demonstrated
Pearson coefficient around 90 %. INR/USD was predicted
successfully by both NN and statistical models; however,
statistical models failed to predict other exchanges. The
proposed hybrid forecasting model’s Pearson coefficient was
approximately 5 % higher than MLP model for the exchange
rates INR/USD and AUD/GBP.

Studies in literature reached a very important level to predict
even under very complex market conditions. However, there are
many parameters affecting performance of NN. Optimisation of
these parameters is required to increase profitability. There are
still concerns and challenges to optimise NNs in the financial
data analysis. NN design is done through calibrating numerous
parameters; however, finding the correct combination of
parameter values is challenging given a specific data set [14],
[15]. In general, the trial and error process is what most
practitioners use for optimisation [16]. Authors of [17]
determined a number of hidden neurons and learning rate with
a trial and error method to create a predictive model for
exchange rate of Taiwan Dollar and US Dollar in the time
interval between 1988 and 2007. In the study [6], a number of
hidden neurons and a number of hidden layers were determined
with a trial and error method. In the study, once predefined error
value was achieved with a trial, the trial was accepted as the
best combination to predict. Designed NN was used to predict
exchange rates of Japanese Yen (JPY), British Pound (GBP),
Euro (EUR), Swiss Franc (CHF) against US Dollar (USD) in
2008. Authors of [18] used a trial and error method to identify
design parameters of MLP in order to predict NASDAQ stock
exchange index values. In the study, a number of hidden layers,
number of hidden amounts, training function and transfer
function were determined via trying some set of values and
applying the combination, which had the best coefficient of
determination value (R-Squared). In order to determine the best
R-Squared value, average of R-Squared values of training,
testing and validation processes were used.

In the study [19], the importance of optimisation of two
critical NN design issues faced by financial analysts was
emphasised: the selection of appropriate variables and
capturing a sufficient quantity of training examples. In the
study, it was observed that optimisation of these two parameters
cased significant improvement of learning accuracy of NN. In
[10], the learning rate and momentum coefficient were
determined via utilising a response surface methodology
(RSM), i.e., one of the most commonly used design of
experiment (DOE) techniques. NN modelling is commonly
used with backpropagation (BP) algorithm, but the BP
algorithm is often easy to fall into a local optimum point, and
the convergence rate is slow to highlight weaknesses, thus
affecting the establishment and reliability of the model [20].

II. OPTIMISATION METHODS

There are numerous methods and algorithms used to optimise
NNs. Genetic algorithms (GA) and DOE are two of the most
common techniques in the literature to optimise NNs in
exchange rate predictions.

GA is a generic name of the algorithms that are based on
natural selection and imitating genetic process in the
optimisation problems [21]. GA is a method that uses natural
selection and evolutionary thought to find the best in high
dimensional space. Some evolutionary optimisation techniques
stack on local optimum, but GA has the ability of global
optimisation [20]. Classic GA is a set of processes of coding,
selection, cross-over and mutation. Coding is evolving decision
variables into the form of chromosomes. Chromosomes are a
set of genes. Each gene represents a decision variable of the
problem. At the initial step of GA, decision variables of
problem are converted into the form of GA via coding. In
classic GA, generally binary coding is used. However, in case
decision variables are real numbers such as the learning rate of
NN, connection weight of NN etc., it is recommended to use
real-valued coding operators. In the coding step of GA, GA
generates some pre-defined amount of candidate solutions
(chromosomes). Once all candidate solutions are generated,
the set of chromosomes is called population. After population is
created, fitness functions of each chromosome are calculated.
Fitness functions are the performance metrics and objective
functions of chromosomes according to a solution domain. In
NN optimisations, generally statistical performance metrics,
such as MSE, MAD, Pearson correlation, correlation
coefficient, are used as fitness functions. Once fitness functions
of each chromosome are calculated, the best fitted
chromosomes are selected in selection steps. Selected
chromosomes are performed by cross-over and create child
chromosomes for next generations based on a pre-defined
cross-over rate. After the cross-over step, child chromosomes
are exposed to mutation based on the mutation rate that is
significantly lower than the cross-over rate. GAs have also
some design parameters like population size, type of coding,
cross-over rate, mutation rate etc. After completion of selection,
cross-over and mutation steps, these cycles are repeated unless
stop criteria are provisioned. Stop criteria can be an excepted
average fitness rate, minimum difference between
chromosomes within the population, epoch size etc.

Design of experiments or experimental design is a test or a
set of tests in order to detect effects of factors on outputs via
changing inputs in a systematic way. DOE is a statistical
technique that is used for process optimisation problems.
Traditional trial and error method has a drawback of detecting
only one parameter effect on output variables but it is possible to
identify not only the main effects but also interaction and higher
order effects of the factors on response. In the research [22],
DOE is described as a set of processes of: (i) problem
description, (ii) determination of responses and factors, (iii)
determination of factor levels, (iv) choice of type of DOE, (v)
performing the experiment, (vi) data analysis. After the detailed
description of problem domain, response values and factors are
determined. Response is a performance metric or result of the
process. In NN optimisations, generally accuracy and performance metrics are used as response variables. After factors and responses are determined, levels of factors are defined. Factor levels in NN optimisation are generally defined based on learning from literature or preliminary experiments. After the definition of factor levels, a type of DOE is determined. The most common DOE types are full factorial design, central composite design, Box-Behnken design, fractional factorial design, Taguchi design etc. The designed experiments are executed run by run, and response values are noted for each run. Statistical analysis of variance (ANOVA) is performed to identify significance of factor impacts on responses. According to ANOVA analysis, the main and interaction factors are found and the first-order degree mathematical model can be established. After the establishment of the mathematical model, optimum values of the mathematical model are found.

III. APPROACHES OF NN OPTIMISATION

Studies related to optimisation of NNs are categorised into three headings: optimisation of NN variables, optimisation of NN inputs and optimisation of NN hyper-parameters.

A. Optimisation of NN Variables

NN variables are connection weights that store and transfer information among neurons. Optimisation of NN variables deals with learning algorithms of NN. The most common form of NN is MLP that usually is trained by backpropagation of errors. This can require slow processing, extensive exploration of NN topology and training controls before the implementation of real-life datasets [23]. One of the first studies performed on the strength of NN in the financial time series analysis [7] found out that even though final weight values were the best values of range, which was determined during the used iterations, it was a fact that the existing NN methodologies were using local optimum search and included high risk of stacking on local optimum. Therefore, rather than training with a BP algorithm, it was suggested to use global optimisation methods such as GA or simulated annealing. Generally, evolutionary algorithms such as GA, simulated annealing etc. are used to train NN variables. DOE is not preferred for optimising NN variables.

A number of hidden layers, one of the key design NN parameters, are closely related and positively correlated with the final accuracy rate but negatively correlated with training time, and it may lead to an overfitting issue [24]. However, in their study, this design parameter was defined without any justification and they set other design parameters such as the number of hidden layers, learning rate, iteration number, training error based on historical suggestions. Instead, they focused on optimisation of NN connection weights. They used GA to determine optimum connection weights in order to analyse financial transaction patterns. They trained MLP with a traditional BP algorithm and GA. They observed that while a traditional MLP had 88% accuracy, optimised MLP had 90.5% accuracy and their learning time was 140 seconds and 125 seconds, respectively. Similarly, [25] proposed an optimisation model for ANN using GA in order to predict the Korea Composite Stock Price Index (KOSPO). The proposed model optimised four major factors: connection weights, the number of neurons in a hidden layer, feature subset selection and feature transformation. It was verified that GA optimised NNs gave more accurate performance than simple NNs.

B. Optimisation of NN Input Layer

Input layer is a set of an independent dataset that NN maps onto an output layer, which is a dependent dataset. In the context of prediction of exchange rates, generally macroeconomic indicators, historical data, technical indicators or seasonal affects are considered as inputs of the NNs. Independent variables may change according to the predicted market, season or political situations. That is why apart from economic rules, a consistent set of input parameters is not defined in exchange rate prediction with NN. Optimisation of NN inputs deals with the selection of an independent dataset based on the market conditions.

In the research [26], a novel approach is brought to the literature by using GA to optimise technical indicator levels in order to take position of buy, sell or hold. The authors chose Dow 30 index’s daily stock prices in the time interval between 1996 and 2016 and calculated technical analysis indicators called relative strength index (RSI) and simple moving average (SMA). RSI values were calculated for the interval of 1 to 20 days and SMA values were calculated for the period of 50 to 200 days. Later, GA was applied to find the best RSI values, which determined buy and sell positions during down and up trends. GA chromosome contained the following genes for both down and up trends: RSI buy value, RSI buy interval, RSI sell value and RSI sell interval. After the determination of optimum RSI values, MLP was trained and the defined RSI values were applied to MLP. MLP output layer contained three neurons: buy, sell or hold. According to the predicted results, success rates of each stock were calculated. The results showed that such a trading system had comparable or better results compared with Buy & Hold and other trading systems for a wide range of stocks even for relatively longer periods. The authors suggested involving more technical indicators as future research.

Author [27] aimed at optimising deep learning MLP with DOE in the time series analysis. Time series data were generated based on a nonlinear series model, called exponential smoothing transition auto-regressive (ESTAR) model, which fit with the financial time series. Number of inputs, number of hidden layers, number of hidden nodes, activation function and length of the series were selected as factors of DOE. It was observed that an increase of input did not significantly improve the forecast performance. It was pointed out that input type choice was much more important than a number of inputs from the perspective of NN performance. In the study, optimisation of deep learning was recommended.

C. Optimisation of NN Hyper-Parameters

Hyper-parameters are a set of the parameters, which determine the network structure, design and the variables. Hyper-parameters are all the parameters that are adjusted before starting to train the NN. Learning rate, momentum rate, number
of hidden layers, number of hidden units, percentage of training dataset, initial weights and biases etc. are considered hyper-parameters since they are set before starting to train the NN. In this context, many studies have been performed to optimise these parameters; however, there is no exactly defined value of these variables. This is the demonstration of a fact that these parameters should be optimised in each learning process.

MLP is one of the most frequently used and optimised NN types in the literature, but there are also many other NN types, in which optimisation techniques are applied. Utilising GA to optimise hyper-parameters of fuzzy neural network (FNN) in order to obtain the best performance for forecasting Santa Fe time series in the time interval between 1990 and 1991 was mentioned in [28], and it was pointed out that GA-FNN model had 1.0297e-6 RMSE value. The authors stated that this value had good enough impact for their problem on investors' losses and profits. They suggested extending the work in order to examine the applicability of evolving FNN in an inefficient economic system. Author of [29] worked on the utilisation of GA for optimisation of the following predictive models: MLP, Jordan and Elman Networks (JE), time-lag recurrent network (TLRN), recurrent neural network (RNN), modular network (MN) and support vector machines (SVM). Each NN type is trained in order to predict daily closing prices of Moscow Times share index in the time interval between 1997 and 2004. GA optimised the following features of the NNS: network topology, performance surface, learning rules, number of hidden neurons, memory gaps, learning rate, and momentum rate. In the study, learning time of optimised NNS was approximately 120 times slower than that of basic NNs; however, improvement on accuracy of NNS increased twice with the proposed method. According to simulation results of the proposed method, it was observed that profitability increased significantly compared to traditional approaches. Researchers of [30] proposed an intelligent trading system based on MLP that was optimised with GA. The proposed trading system was applied to the Hong Kong Hang Seng stock index in the time interval between 1997 and 2007. A number of neurons were determined by a trial and error method. GA was used to optimise initial weights of MLP. After setting optimum initial weights, an optimum NN structure was implemented to the intelligent trading system and results showed that the optimised NN was 7 times more profitable and accurate on trading. Correlation coefficient of the optimised model was 96.34 %. Authors of [31] emphasised radial basis function neural network (RBFNN) as a more effective NN type, which had fast convergence, high precision and strong generalization capability. They used GA to optimise RBFNN centre and width of Gaussian basic function in each hidden node. In the study, a number of hidden neurons and generation number were determined via trial and error. Next day values of the Shanghai Composite Index were predicted based on historical values of the Shanghai Composite Index, Dow Jones Index, Nikkei Index and Hang Seng Index in the time interval between 2008 and 2009. While utilising GA, RBFNN had 3.78 % MSE, basic RBF had 5.80 % MSE. This comparative result was considered successful; however, the authors suggested paying more attention to other influential factors such as oil price, popularity index and company profit/loss etc. MLP was considered to predict EUR/USD exchange rate in [32]. A Pearson correlation coefficient matrix was established and threshold to accept as an input parameter of MLP was defined as 80 %. The following seven parameters were selected: NASDAQ Index, daily Euro and USD in New Zealand, gold spot prices in the USA, average returns of 5-year USA government bonds, average returns of 5-year Eurozone, crude oil price, exchange rate of EUR/USD of the previous day compared to the day of the output. In the study, GA was used to optimise a number of hidden layers, number of hidden neurons and activation functions of all neurons per layer. The optimised NN revealed 94 % coefficient of determination. In the study [33], it was targeted to implement GA and particle swarm optimisation (PSO) to optimise the ensemble NN architectures in order to predict the Taiwan Stock Exchange Index (TWSE) in the time interval between 2011 and 2014. In order to achieve better prediction accuracy, PSO optimised ensemble NN, where the optimised parameters were the following: the number of modules, number of layers and number of neurons. The aggregation of the responses of the optimised ensemble NN was performed with type-1 and type-2 fuzzy systems. The best prediction error value for GA was found to be 0.0011421 and PSO was 0.0013066. It was concluded that GA gave better performance for solving optimisation and research problems for ensemble NN in stock exchange prediction. In the study [34], initial weights and bias of MLP were optimised in order to predict Nikkei 225 index in the time interval between 2007 and 2013. Hit ratio, average of prediction results of each day was set as performance metric. In the study, the most suggested technical indicators were used as inputs of MLP and the all other hyper-parameters such as a number of hidden neurons, number of iterations, learning rate and momentum rate were determined based on trial and error and historical learning. It was reported that while basic MLP had 60.87 % hit ratio, optimised MLP had 81.27 % hit ratio. Additionally, the study was compared with the previous studies performed in the same problem domain and it was concluded that there was a significant improvement in the proposed methodology. It was suggested that prediction performance could be improved via optimising other design parameters, such as a number of hidden neurons, learning rate etc. Researchers of [20] determined an optimum node transfer function and connection weights; however, a number of hidden layers were determined using a trial and error method. The proposed model was applied to the Shanghai Index data to make simulation and provide the corresponding analysis. Results showed that simple NN had slow convergence and average error values (around of 1.5 %). The two main reasons were indicated as root causes of this failure: one was due to the fact that the stock market was the place of a mental game, especially in short-term operation, and the other was due to the presence of certain difficulty setting parameters of the network. Performance metric of the proposed method was calculated significantly higher than that of simple NNS (1.1 % average error). In addition, the authors applied the proposed method to a different market that had a less market value and volume. They verified that the greater the market
value of the stock market is, the more stable operation is; the stronger the ability to resist interference of external factors is, the higher accuracy of prediction can be achieved.

One of the most comprehensive studies that included numerous different factors affecting performance of MLP was performed in [35]. In the study, the following parameters were considered as factors of DOE: a number of hidden layers, number of hidden neurons, regression output function, input mode, predicted number of steps, steps used to predict, phase 1 training algorithm, phase 2 training algorithm, epoch size, learning rate, initialisation function, stop criteria, momentum rate, minimum improvement error for a number of epochs, prune units, prune input variables, weight decay regularisation for phase 1, weight decay regularisation for phase 2, backpropagation tuning, quick propagation unit, delta-bar-delta tuning, sample size and sampling method. As response variable, a mean absolute percentage error (MAPE) was selected. Since there were numerous factors considered, establishment and running of a full factorial design of experiments would be a time-consuming activity. In the study, the Taguchi approach was chosen as a screening experiment method due to the following drawbacks in the screening experiment process: (i) fractional factorial designs had drawbacks when a number of factors exceeded twenty, (ii) group screening design [36] had drawbacks related to group information, (iii) sequential bifurcation [37] with a drawback of being limited to quantitative variables, (iv) iterated fractional designs [38] with a drawback of not being able to evaluate interaction, (v) Trocine screening procedure [39] with a drawback of only being able to evaluate three or four critical factors. In the study, eight time series models (STAR1, STAR2, SAR etc.), which were the most frequently seen in the stock exchange analysis, were executed according to the proposed methodology. For each nonlinear model, the main factors and interactions were identified and optimum values were determined. Number of hidden neurons, learning rate, momentum rate and epoch size were defined as factors of DOE in the study [40]. Taguchi design was established. Hit ratio and Pearson correlation were selected as a response variable of the design. The experiment was run for the design of MLP that was utilised to predict the Taiwan Stock Exchange Index prices based on the defined technical indicators. After the execution of DOE was completed, the ANOVA analysis was performed to define the factors that had a significant impact on the responses. According to the ANOVA results, all factors, except the momentum rate, had the main effect on the Pearson correlation value. All factors had the main effect on a hit ratio response. According to the main and interaction effect model, the optimised NN hyper-parameters were used to predict the market data. It was concluded that while traditional models had 53–64 % accuracy, the proposed model had 84 % accuracy. The study [15] identified the design parameters that might impact NN built for forecasting future moves of the UAE MSCI Index in the time interval between 2002 and 2012. Two-level full factorial DOE was established for the design parameters: NN type, number of neurons in hidden layers, output layer transfer function and learning rate. MLP and RNN types were defined as NN type. Hyperbolic tangent sigmoid and pure linear functions were determined as an output layer transfer function. Numerical parameters (number of hidden neurons and learning rate) used suggestions from literature. According to 2x2x2x2 ANOVA test with 95 % confidence interval, a number of hidden neurons, output layer transfer function and learning were observed as the main effect and significantly decreased MSE. Furthermore, there was interaction between NN type and a number of hidden neurons. When NN type was MLP, the increasing number of hidden neurons caused a significant decrease in MSE, but when NN type was RNN, the number of hidden layers did not have a significant impact on MSE. In addition, interaction between an output layer transfer function and a number of hidden layers was also observed. It was concluded that changing the transfer function affected MSE significantly, while a number of neurons were at a lower level. The results of the study showed that it was possible to find the most significant NN parameters using factorial designs. The proposed model in the study led to a reduction in costs and trial error during building NNs. Researchers in [41] used Taiwan 50 index companies’ some financial ratios (e.g., fixed assets to long-term debt, capital-to-total assets etc.) as input of MLP to predict the Taiwan 50 stock index prices in the time interval between 2007 and 2008. In the beginning, there were 54 financial ratios for each company but a preliminary stepwise regression analysis was performed before feeding to MLP. 16 financial ratios were determined as major inputs of index price. Number of hidden neurons, learning rate, momentum rate and epoch size were determined as DOE factors. Levels of the factors were determined based on pre-experiments and learning from the literature. Upper and lower levels of a number of hidden layers were determined based on a rule of thumb [42], [43], which set an upper level not more than twice size of an input layer and not less than an input layer. Upper and lower levels of the learning rate were determined between 0.3 and 0.9 based on suggestions from the literature [44]. Momentum rate levels were set to between 0.5 and 0.9 [40]. The authors applied the fractional factorial experiment. Each run was replicated three times to lower the variation of the experiment and increase the accuracy of the experiment. Six central points were added to the design. Pearson correlation coefficient and RMSE were selected as performance indicators of MLP and response values of DOE. As a result of ANOVA output, it was found out that a number of hidden neurons and learning rate had significant interaction. Optimum combination of four factors was generally lower limits of the factor intervals. This pointed out that the selected factor levels should be extended and curvature should be caught; however, even the curvature was not obvious, the existing DOE model estimated Pearson correlation value as 91.66 %. Taiwan stock exchange financial data were forecasted with six different predictive models: linear regression, least median squares, MLP, RBFN, SVR and DOE based MLP. It was verified that NN techniques were significantly more accurate than statistical techniques. According to comparison between NN techniques, DOE based MLP had approximately 5 % more Pearson correlation value than a basic MLP method. The proposed methodology and other predictive models were
also applied to 40 USA banks from New York Stock Exchange, and a significant difference between methods was observed in the same manner. Istanbul Stock Exchange Index (BIST-100) next day and next week prices were predicted in [10] based on commodities and macroeconomic indicators, such as gold prices, oil prices, interest rates etc. in the time interval between 2007 and 2009 when there was the period of global financial crisis. MLP was used as a prediction algorithm and learning rate and momentum rate parameters were considered to be factors of DOE. The authors determined factor levels according to preliminary trials. While learning rate factor levels were 0.009–0.010 respectively, momentum rate factor levels were defined as 0.2–0.9. MSE was selected as a response variable of the design. RSM was used to establish a mathematical model and according to derivative of the model, optimised values were determined. According to the results, optimum learning rate was 0.0417 and momentum rate was 0.2310. These optimum values proved the fact that there was curvature in the established model. After the optimum design was applied to MLP, it was verified that the usage of DOE increased the performance of MLP. Since prediction period was an extreme situation for global economy, this study proved that the proposed model could work even in extreme chaotic situations.

IV. CONCLUSION

In this review, GA and DOE based optimisation of NNs in exchange rate prediction have been examined. It has been found out that the requirement of optimising NNs in exchange rate prediction occurred even in the first trials in the literature. It has been pointed out that simple NNs are not good enough for profitability and accuracy even though they are successful in some cases. There are various types of NNs used in exchange rate prediction. GA and DOE are also used to optimise NNs; however, the main focus is placed on MLP. It is emphasised that deep learning gives better performance in prediction problems; in this context there are not so many studies performed to optimise deep learning parameters in exchange rate prediction. Another finding is that generally researchers focus on optimisation of connection weights or NN hyper-parameters. There are not so many studies to determine an optimum independent dataset (input layer) of NN specific to exchange rate prediction. It has been observed that it is not very common to use one exchange rate as input of technical indicators or prices of another exchange rate. On the other hand, there are studies concerning profitability of NN, but profitability is generally not an output of the NN but it is calculated after processing the outputs of NNs. Besides, almost all studies have verified the strength of NNs in exchange rate prediction. Studies have proven that the determination of parameters of NN increases the efficiency of profitability and accuracy. In the optimisation of NN, generally statistical accuracy performance metrics are used. Pearson coefficient, correlation coefficient, mean square error (MSE), and mean absolute deviation (MAD) are the most commonly used performance metrics. Apart from statistical performance metrics, in exchange rate prediction, profitability or financial indicators are used as prediction performance.

To sum up, there are many studies performed to optimise NN parameters, but still some of the major parameters such as learning rate, number of hidden layers etc. are determined with a trial and error method. Awareness of optimisation requirement of NN should be increased among the practitioners. In addition, it has been observed that there is not a single comprehensive software system developed to optimise NNs in exchange rate prediction. Implementation of optimisation tools to NN software in exchange rate prediction will increase awareness and result in detailed studies in the future.
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