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Radial Basis Function Neural Network

Andrey Bondarenko®, Arkady Borisov?, *?Riga Technical University

Abstract — The paper describes an algorithm for
approximation of trained radial basis function neural network
(RBFNN) classification boundary with the help of elliptic rules.
These rules can later be translated into IF-THEN form if
required. We provide experimental results of the algorithm for a
two-dimensional case. Currently, neural networks are not widely
used and spread due to difficulties with the interpretation of
classification decision being made. The formalized representation
of decision process is required in many mission critical areas,
such as medicine, nuclear energy, finance and others.
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. INTRODUCTION

There are many problems to which artificial neural
networks are still a preferable solution. They can be trained on
data with outliers and are naturally chosen for multiple
classification problems. However, the way, in which
classification is made, is a black-box algorithm for the user.
Due to specific requirements of different industries for clear
and formal decision process description for validation and
knowledge gathering purposes, knowledge extraction from the
trained neural network is a topical problem. In the current
paper, we propose the algorithm for extraction of elliptical
rules from the trained artificial radial basis function neural
network. Radial basis function neural networks are local in
their nature, i.e., each neuron is responsible for classification
decision in a specific region based on defined neuron radius
and location parameters (and weight). Thus, it is possible to
define an optimization problem that will allow us to cover a
classification region with ellipsoids, hence, giving us a
formalized view of how classification is made. The structure
of the paper is as follows: Section 2 provides the background
information on a neural network, Section 3 poses an
optimization problem and algorithm, Section 4 shows
experimental results, and Section 5 draws conclusions.

Il. RBF NEURAL NETWORK WITH TUNABLE NODES

Radial basis function artificial neural network [1,2] can be
represented as follows:

#09=3 ap(x—c|) W

a C

where “i is i-th neuron weight, “i is i-th neuron centre, N
is the number of neurons. The norm is usually taken to be

Euclidean distance and the basis function p is taken to be
Gaussian:

p(|x—c,[)=exp[-Alx—¢] *] @

There are multiple strategies for training such a network.
Network can have neurons with fixed radii, as it simplifies a
learning procedure. On the one hand, neurons with different
radii reduce the number of neurons required to get necessary
classification accuracy [3]. On the other hand, neurons with
varying radii require a specialized learning approach. We have
used the method described in [3]. The proposed method allows
us to build RBF networks with a small number of neurons and
at the same time preserve high accuracy.

I1l. RULE EXTRACTION

A. Optimization Problem

The extraction of elliptical rules from the trained RBF
neural network can be treated as an optimization problem of
finding ellipsoids of maximum volume inscribed into the
space area(-s) defined by RFBNN decision boundary. It is
possible to choose other maximization criteria; instead of
volume it can be the number of points covered by a newly
shaped ellipsoid.

Let us denote an ellipsoid as:

8={|Bu+d|||u||2}. 3)

a unit ball under affine transformation. As described in [5],
we say that B is the n-length vector containing positive
elements, so ellipsoid volume is proportional to detB. We can
write next optimization problem:

maxlog (detB))
s.t.RBNN2¢ “)

i.e, to find the ellipsoid of maximum volume fully
contained within RBFNN defined decision boundary. Apart
from that we have explicit constraint that the ellipsoid should
have non-negative elements in its radius vector B. The
described problem allows us to find the first ellipsoid
inscribed into the RBFNN decision boundary. We should note
that due to RBFNN nature, constraints of our problem are non-
convex; thus, the found ellipsoid can be a local solution. In

161



Information Technology and Management Science

2012 /15

most cases, it will be insufficient to represent RBFNN with a
single ellipsoid; thus, we need to search for additional
ellipsoids. For this reason, we need to apply an iterative
approach. In contrast to the recursive volume subdivision
applied in [6, 7], we have chosen another strategy. Although
the recursive subdivision is a feasible approach as it does not
require the objective function modification, it generates a large
number of ellipsoids. Instead of space subdivision for
searchable regions on each subsequent iteration, we just look
for the inscribed ellipsoid with maximum volume not covered
by the found ellipsoids:

max (&y01~ Eyo1)~ P ©)
s.t.RBNN2¢

here €vol denotes the volume of the found ellipsoid and
E\y is the volume of already existing ellipsoids. P is the
penalty term. Modification in terms of volume calculation
introduced large plateau areas with the objective function
equal to zero. To allow faster convergence of optimization
procedure, penalty term P calculates a minimal distance
between the candidate ellipsoid centre and the border of a set
formed by intersection of all previously found ellipsoids.
Thus, the ‘further' the centre of candidate ellipsoid contained

within other found ellipsoids the larger penalty term P will be.
In this way we can ensure that on each iteration faster
convergence will allow us to find a new ellipsoid, which will
cover most of the area not yet covered. Of course, there is no
guarantee that the found ellipsoid will be a global solution.

B. Algorithm

In this section we will describe the algorithm for elliptical
rule extraction from trained RBFNN. We should mention that
the extracted ellipsoids will be oriented parallel to coordinate
axes. On the first iteration we need to inscribe the ellipsoid of
maximum volume into the RBFNN decision boundary. The
objective function is computed as follows:

log(prod(B)))

In general, the algorithm listed below has the following
inputs: Data — training input vectors, C, R, w — parameters
depicting RBFNN, from which knowledge in the form of
elliptical rules will be extracted. Output of the algorithm is
Ellipse set, which contains ellipsoids. In the algorithm
description cRBF — is the handle for constraint function RBF,
which accepts C, R and w, which are neuron centres, radii and
weights, respectively. ub, Ib and x0 are upper bound, lower
bound and initial starting point for optimization. objVol is the
objective function, which accepts the ellipsoid vector
containing ellipsoid radii and ellipsoid centre vector. cRbfMod
and objVolMod are constraints and objective function
modified versions. U — points covered by RBFNN, but not
covered by the supplied set of ellipsoids. n is a humber of
points (from U) that are not covered by a newly found
ellipsoid. If n is 0, then the algorithm adds a newly found
ellipsoid and returns the result.

IN: ( maxEllipsoidsCount, Data, C, R, w )
OUT: ( Ellipsoids )

cRbf = @(x) constraintRbf(x, C, R, w);
objVol = @(x) objVolume (x);
el = solve(cRbf, objVol, ub, 1lb, x0);
Ellipsoids = el;
i=2;
while i < maxEllipsoidsCount
i+4;
U = uncoveredPoints(Data, Ellipsoids, C, R, w);
cRbfMod = @(x) constraintRbfModified(x, C, R, w);
objVolMod = @(x) objVolumeModified (x);
e = solve(cRbfMod, objVolMod, ub, 1lb, x0);
n = size(uncoveredPoints(U, e, C, R, w), 1);
Ellipsoids = Ellipsoids + e;
if (n == 0)
break;
end
end

RBFNN ACCURACY. EXTRACTED ELLIPSOID ACCURACY AND NUMBER

TABLE |

. RBNN Train RBNN Test Ellipsoid Train Ellipsoid Test L max
#ofNeurons inRBENN | Accuracy(uad) | ACCUTaCY(ssser) | ACCUTACY(sger) | ACCUTACY(ssasey Ellipsoid number MeaMmin
2 neurons 0.852 0911 0.840.000 0.8870.000 23
6 neurons 0.868 0.905 0.8680.002 090320005 4. 43
7 neurons 0.876 0.905 0.8760.000 0.90310002 5. 1‘71
5
9 neurons 0.868 0.905 0.87280.005 0.9039%,001 6.87
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IV. EXPERIMENTS

We have created the algorithm supporting two-dimensional
input vectors. Furthermore, it has not been our final goal to
verify best possible classification accuracy (which directly
correlates to RBFNN accuracy), but to show that the extracted
rules are approximating RBFNN as close as possible. We have
conducted experiments on synthetic two-dimensional Ripley
dataset, which can be found in [8]. We have implemented
RBFNN construction algorithm described in [3] to construct
several neural networks containing a variable number of
neurons. Furthermore, we have observed only closed RBFNN
defined classification boundaries, which may be seen in
figures. Looking at the algorithm, one can notice
maxEllipsoidsCount variable. We have initialized it with a
number of neurons in the subject RBFNN, the only exception
is a network with 9 neurons, for which the maximum number
of ellipsoids to be extracted has been set to 7.

Fig. 1. Decision boundary of RBFNN with 2 neurons and 2 extracted
ellipsoids

Fig. 2. Decision boundary of RBFNN with 6 neurons and 4 extracted
ellipsoids

Fig. 3. Decision boundary of RBFNN with 6 neurons and 5 extracted
ellipsoids

Fig. 4. Decision boundary of RBFNN with 7 neurons and 4 extracted
ellipsoids

As already mentioned, you may notice that the algorithm
has not been executed in open (unbounded areas, i.e., the
decision boundary lies outside lower and upper bounds)
decision areas, and RBFNN decision boundaries consist of
several separate space volumes (like two neurons forming two
separate positive decision areas). Decision boundaries and
extracted ellipses can be observed in Fig. 1-9. Experimental
results can be observed in Table III. One can notice that
testing accuracies are higher than training ones due to nature
of training/testing data being used.

Another point to mention is algorithms used in volume
intersection and ellipsoid containment with RBFNN boundary
calculations. To check whether an ellipsoid fully lies within
RBFNN decision boundary, we have created a set of points on
its surface and checked each of points to belong to a required
set.

163



Information Technology and Management Science

2012 /15

Fig. 5. Decision boundary of RBFNN with 7 neurons and 4 extracted
ellipsoids

Fig. 6. Decision boundary of RBFNN with 7 neurons and 5 extracted
ellipsoids

Fig. 7. Decision boundary of RBFNN with 7 neurons and 5 extracted
ellipsoids
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Fig. 8. Decision boundary of RBFNN with 9 neurons and 7 extracted
ellipsoids

Fig. 9. Decision boundary of RBFNN with 9 neurons and 7 extracted
ellipsoids

Overall computation time was partially an issue for us,
because the process of finding very first ellipsoid turned out to
be a rather quick operation while the process of searching for
subsequent ellipsoids was more CPU intensive task due to the
number of computations needed to calculate the modified
objective function. Although one can use any of the global
optimization approaches, we believe GA is not a good option
here, while the search involving local solvers with different
starting points has shown itself to be the best in terms of
computation time. Overall accuracy of extracted rules —
ellipses in 3 out of 4 cases — lies within 1%, which is a good
result taking into account the number of rules being extracted.

We believe it is possible to lower execution times by
introduction of heuristics for initial point selection. In our
algorithm, we have used an ellipse fully residing inside
RBFNN decision boundary without applying additional
constraints.
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V. CONCLUSIONS

We have investigated the possibility of elliptical rule
extraction from radial basis function neural networks. We
have developed the algorithm successfully applied to two-
dimensional input data and radial basis function neural
network trained on the data. The observed results indicate that
the proposed algorithm can be successfully applied to low
dimensional problems; thus, further research directions are
related to the way of dealing with this problem.

Apart from that, feasible research direction is RBF structure
exploiting to speed up constraint calculation, along with that
the algorithm is not tested on RBFNN decision boundary,
which covers open sets and several isolated space regions.
Here by saying an open set we mean that classification
boundary partially lies behind upper and lower boundaries.
This can be solved by extending boundaries further away or
even eliminating them; however, the effect needs to be tested,
and it is clear that it depends on optimization algorithms used.
As mentioned in Section 3, one can utilize recursive space
subdivision for subsequent searches; however, it can imply
some limitations to the found ellipsoids.

Overall number of found ellipsoids along with
demonstrated accuracy proves the proposed approach to be
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feasible, especially for low radial basis function neural
networks with low-to-medium sized input layer.
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Andrejs Bondarenko, Arkadijs Borisovs. Eliptisko lemumu izvilk§ana no apmacita radialo bazes funkciju neironu tikla

Sobrid plasi pielietot neironu tiklus dazadas nozarés traucg to plenemto klasifikacijas r1sma_|umu necaurredzamiba. Paskaidrojumi ir nepiecieSami gan plenemta
risingjuma validacijai, gan jaunu zina$anu par ieejas datos eso$ajam likumsakaribam izgiisanai. Saja raksta ir piedavats algoritms eliptisku likumu izg@isanai. Seit
eliptiskie lemumi ir definéti ka x"2/a"2 +y"2/b"2 <=1, kur a un b ir elipses radiusi. Doména eksperts var viegli izanalizét §adus likumus, ka ar tos var viegli
transformét uz IF-THEN-ELSE vai citu likumu/zina$anu formu no apmacita maksliga neironu tikla ar radialo bazes funkciju. Tiek aplikots neizliekts
optimizacijas uzdevums, kas tiek risinats ar globalas parmeklésanas palidzibu. Piedavatais algoritms ir realizéts un pielietots RBF neironu tiklam ar ieejas slani,
kura izmérs ir divi. Ta ka pétijuma mérkis bija algoritma iesp&ju izp&te, nevis klasifikacijas precizitate, tika izmantota viena sintétiska datu kopa, ar kuras
palidzibu tika apmacits RBF tikls, izmantojot ortogonalds pazimju izvéles algoritmu. Sis algoritms lauj veidot RBF tiklus ar minimalu neironu skaitu ar dazadiem
radiusiem (kas orientéti paraléli koordinatu asm). Rezultata iegiitie neironu tikli uzrada augstu klasifikacijas Itmeni. Raksta aprakstiti eksperimentu rezultati un
vizualiz&ti izgatie eliptiskie likumi, kas tika izgiti no tikliem ar diviem, se§iem, septiniem un deviniem neironiem. Maksimalais likumu skaits, kas izgiti no tikla,
ir septini. Eksperimentu rezultati liecina, ka trijos (no Cetriem) gadijumos eliptiskie likumi uzradija klasifikacijas klidu, kura salidzinajuma ar RBF tikla
klasifikacijas kludu ir sliktaka par mazak neka vienu procentu. Piedavati ar turpmakie p&tijuma virzieni.

Anpgpeii bonnapenxo, Apkanuii bopucos. M3Bjedenne 3JLIMNTHYECKHX NPAaBHJI M3 00y4YeHHON HCKYCCTBEHHONH HeHpOHHON ceTH HAa pPaauajibHBIX
0a3uCHBIX QPYHKIHUAX

Ha cerofnsmiamii 1eHp MMPOKOMY NPHMEHEHHIO NCKYCCTBEHHBIX HEHPOHHBIX CETEH B Pa3lIMYHBIX OTPACIISIX TPETATCTBYET HENPO3PayHOCTh IIPUHIMAEMOTO UMK
KJIaccu(puKanuoHHoro pemenus. O0bsicHeHHe TpeOyeTcs Kak Il BalIHIALMHU IPUHATOTO PELIeHus, TaK U AJIA U3BJICYEHHs HOBBIX 3HAHHU O B3aUMOCBS3IX BO
BXOJHBIX TAHHBIX. B JaHHO# cTaThe mpemiaraercsi afOPUTM H3BICUYCHUS DIUTMITHYECKUX MpaBwi Bupa X"2/a’2 +y"2/b"2 <=1, rne a u b cyrs pamuycs
smmnca. [1ogo0HbIe mpaBiIa MOTYT OBITH OTHOCHTEIIBHO JIETKO TIPOAHAIN3UPOBAHbI JOMEHHBIM 3KcIiepToM, mbo Tparchopmuposans! B IF_THEN_ELSE wm
JIpyrue BUJbI NPaBHII/3HAHAN U3 00Yy4eHHOM MCKYCCTBEHHON HEMPOHHON CeTH Ha pajHalbHBIX 0a3UCHBIX QYHKIMSX. [IPHBOAMTCS MOCTAaHOBKA HEBBITYKIION
ONTHUMHU3AIMOHHOM 3a/]auk, KOTOpas pPeuraeTcss MyTeM II00abHOTro MoucKa. [IpeayiokeHHBIH alropuT™M peann3oBaH U npuMmeHeH kK PB® HeiipoHnHoOl cetu ¢
pa3MepoM BXOIHOTO CJIOS, paBHBIM JBYM. IToCKONBKY 1I€NbI0 HCCIIEIOBAHMS OBUIO M3yYeHHE BO3MOXKHOCTEH alrOpHTMa, a He TOYHOCTH KJIACCH(UKAINH, OBLT
UCTOJIb30BaH OJIMH MCKYCCTBEHHBIH HaOOp JaHHBIX, Ha KOTOpOM OblIa oOydeHa PB® cerh ¢ mpuMeHeHHMEM alropuTMa OPTOTOHAJIBHOTO BBIOOpA IPHU3HAKOB.
Jlannbiit anroput™ nospossier crpouth PB® cetn ¢ MUHUMaNIbHBIM HAOOPOM HEHWPOHOB C PAa3IMYHBIMH paguycaMy (OpPUEHTHPOBAHHBIMU MAPaLIETBHO OCAM
KoOpAuHaT). B pe3ynbraTe momydeHHble HEHPOHHBIE CETH IOKA3bIBAIOT BEICOKHHI YPOBEHb KIacCH(MHUKAM. B cTaThe IpHBEIeHb! Pe3yIbTaThl SKCIIEPHMEHTOB, a
TaK)Xe BU3yaJIM3UPOBaHbl W3BJIEUEHHBIE dJIMNTHYECKHE NpaBuia. [IpoBeneHo M3BIeUeHNe IPABUII U3 CETEH € ABYMsl, IIECTBIO, CEMBIO U JIEBATHIO HEHPOHAMH.
MakcumanbHOe KOIMYECTBO IPABHUI, M3BICYEHHBIX U3 CETH, PAaBHO CeMH. Pe3ymbTaThl HKCIIEPUMEHTOB IOKA3bIBAIOT MHUHHUMAIBHYIO HOTEPI0 TOYHOCTH B
KJIacCU(DUKAIMU MEKTY U3BJICUCHHBIMH HJUTUNITHYECKUMHU TIPABUIIAMH H alllIPOKCUMHUPYEMOM UCKYCCTBEHHOU HeiipoHHO# PB®D cethio (B 3 u3 4 ciayuaeB pasHuLa
MmeHee 1%). IpemoxeHbl HanpaBIeHUs AT JaJbHEHIINX HCCIeI0BaHMUIL.
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