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Abstract — This article studies the possibilities of BEXA family
classification algorithms — BEXA, FuzzyBexa and FuzzyBexa II
in data, especially bioinformatics data, classification. Three
different types of data sets have been used in the study — data sets
often used in the literature, UCI data repository real life data sets
and real bioinformatics data sets that have the specific character
— a large number of attributes and a small number of records.
For the comparison of classification results experiments have
been carried out using all data sets and other classification
algorithms. As a result, conclusions have been drawn and
recommendations given about the use of each algorithm of BEXA
family for classification of various real data, as well as an answer
has been given to the question, whether the use of these
algorithms is recommended for bioinformatics data.
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I. INTRODUCTION

This article studies the possibilities of Bexa type algorithms
in real bioinformatics data classification. Bexa family of
algorithms consists of three separate algorithms: Bexa that
works with crisp data, FuzzyBexa and FuzzyBexa II that both
work with fuzzy data.

Bexa (Basic EXclusion Algorithm) algorithm was
developed in 1996 by Theron and Cloete [1]. BEXA is a
covering algorithm, which belongs to the classical (crisp)
inductive learning classification algorithm group. Its working
is based on the use of exclusion principle in the process of
inductive learning. To learn more about this algorithm, see
Section II.

FuzzyBexa algorithm was developed in 2004 by Zyl and
Cloete [2]. The task of FuzzyBEXA algorithm is to create a
good set of rules for further classification. The process of
classification itself is not among the tasks of this algorithm,
but, for more clarity on this issue, this subsection pays
attention to the execution of classification process. Usually all
instances are not covered by a created rule. In this case,
FuzzyBEXA algorithm creates a default rule, which covers all
possible instances. For more information about this algorithm,
see Section II.

Algorithm FuzzyBexall was also developed in 2004 by
modifying FuzzyBexa algorithm [3]; it was created by the
authors of FuzzyBexa - Zyl and Cloete. In this algorithm each
class is not examined individually; instead, it generates rules
for all classes. For more information about algorithm see
Section II.

The experiments in this paper are carried out using sixteen
real data sets that can be conditionally divided into three parts:
data sets often used in the literature (Iris data set, Auto MPG
and Ionosphere data set ), UCI data repository real life data
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sets (Nursery data set, Breast cancer Wisconsin, Parkinson,
SPECT heart, Molecular biology (Splice-junction gene
sequences), Yeast dataset) and real bioinformatics data sets
that have the specific character — a large number of attributes
(several thousands) and a small number of records (GSE3726
(Breast & colon cancer), GSE2535 (CML treatment),
GSE2685 (Gastric cancer), GSE1577 (Lymphoma &
Leukaemia), GSE2191 (AML prognosis), GSE89 (Bladder
cancer) and GSE1987 (Lung cancer)). For more information
about the data sets see Section III.

For the comparison of classification results, experiments
have been carried out using all data sets and other
classification algorithms. Bexa is compared to JRip, Part and
PRISMA algorithms for categorical data, as well as JRip and
Part for continuous data. FuzzyBexa and FuzzyBexa II are
compared to FURIA, FLR and Slave C algorithms. The
classification results are given in Section IV.

As a result, conclusions have been drawn and
recommendations given about the use of each algorithm of
BEXA family for classification of various real data sets, as
well as an answer has been given to the question, whether the
use of these algorithms is recommended for bioinformatics
data. For more information see Section V.

From the obtained classification results it can be seen that
the use of algorithms from Bexa family in bioinformatics is
perspective, and more research is needed to improve the
deficiencies of the algorithms to increase their classification
accuracy and the quality of obtained rules.

II. THE USED ALGORITHMS

This Section describes all three of the used algorithms:
BEXA, FuzzyBEXA and FuzzyBEXA II. The overall working
scheme of algorithm execution is showed in Fig. 1.

Covering Found rules
procedure
Find best Specialization
conjunction set
(using
Elements assessment
of data set function)
3 Generate
Best conjunction specializations
set

Fig. 1. BEXA family algorithm scheme

BEXA is a covering algorithm that belongs to the classical
(crisp) group of inductive learning classification algorithms.
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Its functionality is based on the use of exclusion principle in
the process of inductive learning. A significant feature of
BEXA algorithm is that it uses a general-to-specific searching
principle. In the case of general-to-specific searching principle
BEXA algorithm starts with a general conjunction (rule) and
proceeds with concretization of the conjunction. This process
is executed until one of the stopping criteria (stop growth test)
is reached. The main task of the general-to-specific searching
principle is related to the necessary decrease in number of the
specializations and increase in quality in each step of the
algorithm. Too many specializations can lead to inadequately
high use of resources; on the other hand, too few
specializations decrease the probability to find the best
conjunctions. Some algorithms tackle this problem by using
strict and inelastic conditions, e.g., CN2 algorithm constructs
only ‘clean’ conjunctions [4], but AQ15 algorithm maximally
considers only as many specializations as there are attributes
in the data set [5]. The use of such strict conditions has a
significant drawback — there is a chance to miss and not build
potentially good specializations. In the case of BEXA
algorithm, the conditions are dynamic, which allows using the
overall features of a data set in the selection process of
specializations [1]. BEXA algorithm dynamic conditions
position it as a suitable algorithm for creation of precise and
simple conjunctions.

Usually BEXA algorithm is divided into three main
procedures [1]:

(1) Covering procedure (COVER-P);

(2) Procedure of finding the best conjunction (Find-Best-
Conjunction);

(3) Procedure of creating
Specializations).

A. FuzzyBEXA

The structure of fuzzy data classification algorithm
FuzzyBEXA is based on crisp data classification algorithm
BEXA [6]. FuzzyBEXA algorithm expands the use of
definitions described in BEXA algorithm to their application
to fuzzy data. In the case of the algorithm of classical data
classification BEXA, the set of conjunction covered instances
is considered to be all records that fit the given conjunction
[6]. In this case, a clearly defined value of a specific attribute
either fits or does not fit the conjunction. In the case of fuzzy
data classification algorithm FuzzyBEXA, the value of an
attribute fits the conjunction in the scale from 0 to 1, and
therefore a record can fit the conjunction with a very small
membership indicator. Such situation may be undesirable;
therefore, new variables are used “alpha-cut” and “alpha-class
cut” [6].

1. Variable “Alpha-Cut”

Variable “alpha-cut” (or alpha-leveling) (¢, ) determines
that all membership values of a record that are below the level
of this variable value are considered 0 [33]. Thus, the instance
set covered by a conjunction can be defined as follows (see
Equation (1)):

specializations (Generate-

Xs (©)={seS| #(3)2aa) (1)

where X (c) — the record set covered by conjunction,

s — the record,

S — the record set,

M. (S)— the membership function of a record for attribute
a,

¢ - the conjunction,

o, — the alpha-cut variable for attribute a,

a — the attribute identifier.

2. Variable “Alpha-Class Cut”

For BEXA tree algorithms to function correctly, there is a
necessity to divide the data into positive and negative class
records. The problem is that such division in the case of fuzzy
data is not directly possible. It is explained by the fact that
values of each record, which are similar to attributes, and the
class of a record are not one value but rather a membership to
all possible classes with a specific membership level. To solve
this problem, another user-defined variable is introduced
“alpha-class cut” (a) [6]. This variable points to the value
that has to be reached by class membership value of a record
for this record to be considered a positive class instance. By
using the variable “alpha-class cut” (. ), it is possible to
define positive (see Equation (2) left part) and negative (see
Equation (2) right part) record sets:

P= {' € T|ﬂconcept ()= ag }§ N = {' ET|/Uconcept ()= ac} 2

where P igthe positive set of records for the
corresponding class,

N — the negative set of records for the corresponding
class,

i — the record from the training set,

T — the training data set,

Heoncept(l) — the membership value of i-th record to the
corresponding class,

o — the alpha-class cut value,

concept — the corresponding class.

Before inspecting the real BEXA conditions in the context
of FuzzyBEXA, it is important to note the fact that
FuzzyBEXA algorithm does not contain the use of a specific
membership function — in its place there is fuzzy data analysis.
Since FuzzyBEXA algorithm uses fuzzy data, this algorithm
does not differentiate between processing of categorical and
continuous data [2].

B. FuzzyBEXAII

FuzzyBexa Il — in this algorithm each class is not examined
individually; instead, rules for all classes are generated. The
highest level (Cover) does not split the training set into
positive and negative sets; it transfers the whole training set
and the set of concepts to the middle level procedure. The
middle level procedure — find the best conjunction — finds both
the conditional (antecedent, IF) and the resulting (consequent,
THEN) part for each rule. Respectively, the lowest level
procedure that generates specializations also processes the
whole training set (or its part) instead of positive and negative
instances of a split data set [3].
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III. THE USED DATA SETS

This study uses 16 data sets that can be conditionally
divided into three groups. Initially the classification
algorithms are tested using popular UCI data sets (Iris data set,
Auto MPG and Ionosphere data set [7]) to evaluate the results
of these algorithms comparing them to other algorithms.

Then a series of experiments are carried out using real
natural data available in the UCI repository to assess the
accuracy of the algorithms using real medium-sized data sets
(Nursery data set, Breast cancer Wisconsin, Parkinson,
SPECT heart, Molecular biology (Splice-junction gene
sequences), Yeast data set [7]).

The section of practical experiments is concluded with
experiments that use real bioinformatics data sets (GSE3726
(Breast & colon cancer), GSE2535 (CML treatment),
GSE2685 (Gastric cancer), GSE1577 (Lymphoma &
Leukaemia), GSE2191 (AML prognosis), GSE89 (Bladder
cancer) and GSE1987 (Lung cancer) [8]). The description of
the data sets is given in Table 1.

Number of Number of Number

Name attributes
samples of classes
/genes

Leukaemia)
GSE2191 (AML prognosis) 54 12625 2
GSE89 (Bladder cancer) 40 5724 3
GSE1987 (Lung cancer) 34 10541 3

[V.EXPERIMENTS

All experiments using algorithms of BEXA family have
been carried out in the application created using Java
programming language (using Weka libraries [9]). All
experiments include evaluation using cross-validation.

The experiment plan includes the data sets described in the
previous section. To compare the results of BEXA family
classification algorithms, experiments have been conducted
using other popular algorithms and the same data sets using
Weka [9] and Keel [10] software. It has been performed with
the aim to ascertain the competitiveness of the classification

TABLE I X
THE USED DATA SETS algorithms and draw the necessary conclusions, as well as
T— answer the raised question — is the use of BEXA family
Name Number of | ~ 857 % | Number | classification algorithms recommended for bioinformatics data
samples /genes of classes classification and whether it has potential.
Iris data set (UCI) 150 4 3 A. Bexa Classification Results
Auto MPG data set (UCT) 398 8 2 The obtained results show that the inductive classification
Tonosphere data set (UCI) 351 34 2 algorithm BEXA achieves comparatively high classification
Nursery data set (UCI) 12960 g 3 accuracy results in categorical .data. (“Splicef’, “SPECT”,
" : “Breast Cancer”, “Nursery”) classification (see Fig. 2).
Breast Cancer Wisconsin (UCI) 699 10 2 . . “ .
- However, in the case of continuous data (“AML prognosis”,
Parkinson (UCD) 197 23 2 “Brest colon cancer”, “Gastric cancer”, “Lymphoma &
SPECT heart (UCI) 267 22 2 leukaemia™), its classification accuracy decreases (see Fig. 3).
Molecular biology (Splice-junction In the case of categorical data classification, BEXA algorithm
Jaene sequences)(UCT) 3190 61 3 shows better results in all data sets, comparing to PRISM
Yeast (UCI) 1484 8 10 algorithm. In some specific data sets, e.g. “SPECT”, the
GSE3726 (Breast & colon cancer) 52 20283 D) classification accuracy of BEXA algorithm compared to
GSE2535 (CML treatment) 28 12625 ) PRISM algorithm is, on average, 12% hlgher (see Elg. 2).
GSE2685 (Gastric cancer) P 1520 3 However, when corppared tg other algorithms (JR1p gnd
PART) BEXA algorithm achieves comparable classification
GSE1577 (Lymphoma & 29 15434 3 accuracy results
% 100
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Fig. 2. Results of BEXA family algorithm classification — categorical data
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Fig. 3. Results of BEXA family algorithm classification — continuous data

B. Classification Results of FuzzyBEXA Algorithms

The classification accuracy of FuzzyBEXA algorithm is
influenced by several parameters. This article studies the
influence of the following parameters on the classification
accuracy of FuzzyBEXA algorithm:

* the impact of alpha-cut variable on the results;

+ the impact of the interval number in the triangle
membership function on the results.

1. The Impact of Alpha-Cut Variable on Results

The influence of variable ol on the classification accuracy of
algorithm FuzzyBEXA can be divided into three groups:

» The influence of variable al is comparatively small and data
are classified similarly disregarding its value. The impact of
this variable ol can be observed in data sets “Auto”,
“lonosphere” and “Parkinson”;

* A significant decline in classification results with al values
close to middle can be observed in data sets “Breast-Colon
cancer”, “AML prognosis”, “Bladder cancer”, “Gastric
cancer”’, “Lymphoma & leukaemia”, and partly “CML
treatment” and “Lung cancer” data sets can be added to this
group of behaviour (see Fig. 4)

* Classification accuracy initially rises when the variable al is
increased, but reaching the highest point at the values between
0.3 and 0.4 classification accuracy decreases. This type of
variable al impact can be observed in data sets “Yeast” and
“Iris” (see Fig. 4).

The classification accuracy of FuzzyBEXA algorithm has a
tendency to initially slightly increase when the variable aT is
increased (this trend can be seen in all data sets excluding
“lonosphere” data set). But when the variable oT reaches
value 0.4, every data set shows individual behaviour (see
Fig. 5).

2. The Impact of the Interval Number in the Triangle
Membership Function on Results

The impact results of the membership function construction
parameter “number of intervals” are presented in Fig 6. The
results show that also the impact of interval number on correct
classification has a very individual nature. Data sets that are
almost not affected by the changes of this parameter are
“Auto”, “lonosphere”, “Iris” and “Yeast” (see Fig. 6). Data
sets that show great response to changes of the parameter are,
e.g. “Bladder cancer” and “Gastric cancer”.
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Fig. 4. Impact of alpha-cut variable (o) on classification accuracy

Fig. 5. Impact of alpha-cut variable (ar) on classification accuracy
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Fig. 6. The impact of the interval number in the triangle membership function on the results
TABLE II
CLASSIFICATION ACCURACY, %

Data set name FuzzyBEXA FURIA FLR SLAVE C FuzzyBeXA 11
Iris 97.33 94.67 91.33 95.33 56.00
Auto 73.98 81.38 66.84 69.88 7245
Ionosphere 89.74 90.31 69.52 91.15 64.10
Yeast 57.08 58.09 28.10 49.73 48.05
Parkinson 92.31 87.69 82.56 84.53 88.21
AML prognosis 83.33 70.37 94.44 63.67 62.96
Breast-Colon cancer 94.23 96.15 88.46 87.00 82.69
Gastric cancer 96.67 80.00 83.33 66.67 86.67
Lymphoma & leukaemia 96.55 89.66 100.00 86.67 75.86
CML treatment 89.29 82.14 100.00 76.67 85.71
Bladder cancer 95.00 82.50 97.50 87.50 70.00
Lung cancer 88.24 88.24 94.12 80.00 97.06

3. Classification Accuracy

It is obvious that classification accuracy of all algorithms
fluctuates in the range from 70% to 100%. However, it should
be noted that “Yeast” data set shows considerably low
classification accuracy results compared to other data sets (see
Table II). It can be explained by the fact that this set is the
only data set that holds 10 classes; furthermore, some classes
have very poor support among instances. When FuzzyBexa
parameters are applied to FuzzyBexa II algorithm, the
obtained results are clearly worse (see Table II). It shows that
both of these Bexa family fuzzy algorithms do not have the
same best parameters; instead they should be experimentally
determined individually for algorithm.

V. RECOMMENDATIONS

Based on the obtained results, recommendations about the
application possibilities in real data classification can be
given. In the case of FuzzyBEXA algorithm, the capacity of
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calculation resource workload is comparably high because
processing of fuzzy data often asks for additional calculations
during the execution of the algorithm, e.g., such necessity can
be caused by belonging of a specific record to all linguistic
values of an attribute. Inductive learning algorithm BEXA
asks for less calculation resources and therefore it is a suitable
data classification tool in the case if:

1. it is necessary to carry out classification of categorical
data;

2.data can be categorized without losing important
information.

However, in the real life often data categorization is not
possible. An example is molecular biology data sets that
describe gene expression levels. In this area data
categorization can often be impossible because the influence
of gene expression levels on different genetically determined
indications is not fully researched and understood. Data
categorization problem gives ground to broad application
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potential for fuzzy data analysis, including the use of inductive
learning algorithm FuzzyBEXA.

The study results have been obtained using several data sets
that include molecular biology data sets (e.g., “Bladder
cancer”, “Breast-colon cancer”, “Lymphoma & leukaemia”,
etc.). The classification accuracy results of these data sets
show that FuzzyBEXA algorithm is potentially suitable for
solving such tasks. However, it should be noted that to use the
potential, there is a need for extensive experiments to find the
optimal parameters, because at present there are no guidelines
or strategies describing the choice of FuzzyBEXA parameters.
The lack of such guidelines (that substantiates the need for the
extensive experiments) is the most significant deficiency of
FuzzyBEXA algorithm and the potential for further research.

Based on the results obtained in this study, all parameters
and data sets can be compared; it is also possible to search for
connections between FuzzyBEXA optimal parameters and
data set specifics. This type of studies can help to form a
unitary strategy for choosing FuzzyBEXA algorithm
parameters. A unitary parameter choice strategy development
asks for extensive experiments with this algorithm. The results
obtained in this study can be viewed as the basis to reach this
goal; but further research in this direction is necessary. To
carry out further experiments one can use software developed
in this study.

VI. CONCLUSIONS

The algorithms of BEXA family can be used in
bioinformatics data classification, but the obtained results are
not competitive when compared to other popular data mining
algorithms. Additional experiments are necessary to improve
classification results and assess the impact of various
membership functions on the classification accuracy of BEXA
family algorithms. Recommendations are given about the use
of the most successful algorithm of BEXA family based on the
used data set.

The obtained
conclusions:

1. Inductive classification algorithm BEXA is a suitable
tool for data classification if the classified data is categorical
or can be categorized without losing significant information.

2.In  general, inductive classification  algorithm
FuzzyBEXA shows statistically higher classification accuracy
compared to algorithm SLAVE C. When FuzzyBEXA is
compared to other algorithms used in the study, it is obvious
that FuzzyBEXA algorithm achieves stable tendency to
classify data with higher accuracy.

3. Overall, it can be concluded that inductive classification
algorithm FuzzyBEXA has high application potential in the
case of using optimal parameters.

4. Inductive classification algorithm FuzzyBEXA shows
tendency to classify data worse, when alpha-cut (al) values are
near the middle of the range (around 0.5).

5. Inductive  classification  algorithm  FuzzyBEXA
classification accuracy increases, when alpha-cut (aT) value is
increased to 0.4.

results allow drawing the following

6.In the case of inductive -classification algorithm
FuzzyBEXA, the number of membership function intervals
does not influence classification accuracy.
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Madara Gasparovi¢a, Ludmila Aleksejeva, Valdis Gersons. Bexa saimes algoritmu pielietoSana bioinformatikas datu klasifikacija

Saja raksta pétitas Bexa saimes algoritmu iespgjas realu bioinformatikas datu klasifikacija. Bexa saime sastav no trim algoritmiem: Bexa — kas darbojas ar
stingriem datiem, ka arT FuzzyBexa un FuzzyBexa I, kas darbojas ar izpluduSiem datiem. FuzzyBexa no FuzzyBexall atSkiras ar to, ka pedgja katra klase netiek
apskatita individuali, bet gan tiek genereti likumi visam klasém. Bexa saimes algoritmi nosaciti sastav no trim dalam —parklajuma procediras, labaka likuma
mekl&Sanas, izmantojot novérté§juma funkciju, ka arT specializaciju veido$anas. Praktiskie eksperimenti tika veikti ar seSpadsmit realam datu kopam, kuras
nosaciti var iedalit tris dalas: literatira biezi izmantotas datu kopas (Iris data set, Auto MPG and Ionosphere Data Set ), UCI datu repozitorija redlas
bioinformatikas datu kopas (Nursery Data Set, Breast cancer Wisconsin, Parkinsons, SPECT heart, Molecular biology (Splice-junction gene sequences), Yeast
data set) un realas bioinformatikas datu kopas, kam ir liels atriblitu un mazs ierakstu skaits (GSE3726 (Breast & colon cancer), GSE2535 (CML treatment),
GSE2685 (Gastric cancer), GSE1577 (Lymphoma & Leukaemia), GSE2191 (AML prognosis), GSE89 (Bladder cancer) and GSE1987 (Lung cancer)). Lai
salidzinatu Bexa saimes algoritmu klasifikacijas rezultatus, tika veikti papildus eksperimenti ar visam izmantotajam datu kopam ar citiem algoritmiem: Bexa
klasifikacijas rezultats kategoriskiem datiem salidzinats ar JRIP, Part un PRISMA algoritmiem, ka arT ar skaitliskiem datiem ar Jrip un Part. FuzzyBexa un
FuzzyBexall klasifikacijas rezultati salidzinati ar FURIA, FLR un Slave C algoritmiem. P&c klasifikacijas rezultatiem izdarfiti secindjumi par atsevisku krit€riju
ietekmi uz iegiito klasifikacijas rezultatu. P&c rezultatiem redzams, ka §is saimes algoritmu izmantosana bioinformatika ir perspektiva un nepiecieSami talaki
pétijumi par iesp&jam uzlabot algoritmu vajas puses, lai paaugstinatu to klasifikacijas precizitati un iegito likumu kvalitati.

Mapapa Tacnapouuya, Jlioammia AugekceeBa, Bamauc Iepconc. IIpumenenue anroputMoB cemeiictBa Bexa B ki1accmpuxkanmm JaHHBIX
OnouHpopmMaTUKH

B nmaHHO# cTaThe HCCIEAYIOTCS BO3MOXKHOCTH allOPHTMOB ceMeiicTBa Bexa i kimaccudukanuy peansHBIX AaHHBIX OnonmH(popmaruku. CemelicTBo Bexa
COCTOUT M3 TPEX alrOpUTMOB: Bexa — KoTopEIil paboTaeT ¢ YETKUMH JaHHBIMH, a Takke FuzzyBexa u FuzzyBexa II, koTopble paGoTaroT ¢ HEUETKHIMH JTaHHBIMH.
FuzzyBexa otnuuaetcs ot FuzzyBexa II Tem, uTo B mocieqHeM KakIblii Kjacc HE pacCMaTpUBAeTCs MHIMBHIYalbHO, HO F€HEPUPYIOTCS 3aKOHBI Ul BCEX
KJIaccoB. AJITOPUTMBI ceMeiicTBa Bexa ycIoBHO COCTOSAT U3 TPEX YacTeH: MPoLeLyphl IIePEKPHITHUS, IIOUCKA JIYYIIeTO 3aKOHA, HCIOIb3Ys OLCHOUHYIO (QYHKIHIO,
a Taloke oOpa3oBaHMS cHeluanu3anmil. [IpakTHdeckue IKCIEPUMEHTHI NPOBOMINCH HA IIECTHAILATH PEalbHBIX MHOXKECTBAaX NAHHBIX, KOTOPHIC YCIOBHO
MOXXHO pa3JIeNIUTh Ha TPU YacTU: YacTO HCIIOJb3yeMble B JMTeparype MHokecTBa jaaHHbIX (Iris data set, Auto MPG u lonosphere Data Set), peanbHbie
MHOXECTBa JaHHBIX OnomHdpopmaTuku u3 pernozuropust gaHasX UCI (Nursery Data Set, Breast cancer Wisconsin, Parkinsons, SPECT heart, Molecular biology
(Splice-junction gene sequences), Yeast data set) 1 peaibHbIe MHOKECTBA JAHHBIX OMOMH(DOPMATHKH, Y KOTOPBIX OOJIBIIOE KOJHMYECTBO aTpUOYTOB U MaJICHBKOE
kosmmuectBo 3ammceid (GSE3726 (Breast & colon cancer), GSE2535 (CML treatment), GSE2685 (Gastric cancer), GSE1577 (Lymphoma & Leukaemia),
GSE2191 (AML prognosis), GSE89 (Bladder cancer) 1 GSE1987 (Lung cancer)). UTo0OBI CpaBHUTB pe3yNIbTaThl KIacCH(UKAIIMN alrOPUTMOB ceMelicTBa Bexa,
OBLIM IIPOBEIEHEI IONOTHUTEIBHBIE SKCIIEPHMEHTHI Ha BCEX UCIIOJIB30BAHHBIX MHOXKECTBAX JAHHBIX C JPYTUMHU aIrOPHUTMAMU: pe3yibTaT Kiaccudukanuy Bexa
JUISL KaTETOPUHHBIX JaHHBIX cpaBHEH ¢ anroputMamu JRIP, Part u PRISMA, a Taroke st unciaeHHBIX AaHHBIX — ¢ Jrip u Part. FuzzyBexa u FuzzyBexall
cparensl ¢ anroputMamu FURIA, FLR u Slave C. Ilo pesympraraM KkiaccHHUKaluH ObUIM CHENAHBI BHEIBOJBI O BIMSHHU OTACIBbHBIX KPHTEPHUEB Ha
TIOJTy9eHHBIH pe3ynbTaT Kiaccuduxanuy. Mexoas U3 MoTydeHHBIX Pe3yJIbTaToB KIacCH(UKAIIMY BUIHO, YTO HCIIOJIb30BaHUE TaHHOTO CEMEeHCTBA arTOPHTMOB B
OnonHpOpMaTHKE SBIACTCS NEPCIEKTHBHBIM, M HEOOXOJMMBI JajbHEHIINE HMCCIECIO0BAHHSA B KOHTEKCTE BO3MOXHOCTEH YIIYYIIMTH CIa0ble CTOPOHBI 3THX
AJITOPUTMOB C LIEIIBIO MIOBBICUTH HX TOYHOCTD KIACCU(PUKAIINN U Ka4eCTBO MOIyIEeHHBIX 3aKOHOB.
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