Abstract – During the development of the system for anomaly detection in the electronic information system, there is a need to review the existing research in the field of user behaviour modelling. Approaches to user behaviour modelling are very diverse: the algorithms based on neural networks, agent-based approach, Bayesian networks and ontologies. Each approach has its advantages and disadvantages, features, and the applicability for the infrastructure of modern complex electronic systems.
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I. INTRODUCTION

Nowadays, the task for creating a model of behaviour of information system users is considered in a variety of academic and applied research projects. Various sources [3] indicate that 60 to 93% of the most dangerous attacks on the information infrastructure have been made just using the accounts of authorized users. It is especially important to deal with the threats of this type of systems that operate on sensitive data that can be used by terrorists, criminals, spies or competitors. Such data can be stolen, destroyed or compromised.

In addition to common security protocols used, specifics of some system problems require the analysis of users’ activity goals. One possible approach to provide security from internal threats is to use models of user behaviour. In this case, the existing formal model of user behaviour can be compared with other models used to predict future behaviour, to obtain information about the most typical behaviour, and especially to help detect anomalous behaviour.

In the process of developing this type of a system [13] there is a need to review the existing research in the field of modelling behaviour of information system users. By understanding the available approaches and the results of other researchers, it is important to assess the results of target system design.

The paper considers the various modelling methods of behaviour of information system users. Approaches to user behaviour modelling are very diverse, for example, purely mathematical or statistical models are used, as well as a variety of hybrid algorithms. As the foundation of behaviour modelling, it is possible to use Markov models, hidden Markov models, neural networks, Bayesian networks, ontologies, behavioural patterns at the OS level [1], genetic algorithms, and the analysis of traffic at the network level, based on probability and entropy models. Each approach has its own features, advantages and disadvantages, and the applicability in the modern infrastructure of complex electronic systems.

II. METHODS

A. Bayesian Networks

Let us recall that a Bayesian network – is a probabilistic model, represented as a directed acyclic graph, and represents a set of variables and their probabilistic dependencies.

In [2], the method for detecting internal threats in the information system is described. The problem is solved by constructing a model of user behaviour based on hybrid Bayesian networks (multi-entity Bayesian networks (MEBNs)). Usual approach is used, when the existing user model, built on the basis of the previous behaviour, is compared with the current operations, and the large difference in rates indicates the presence of abnormal behaviour. To prove the consistency of the approach, the implementation of the method is described.

If the user knows about the type of security used in a protected system, he can start changing his behavioural pattern very slowly that does not reveal much difference from session to session, and only the use of the long history of the system use can detect the fact of constant change in his behaviour. It does not necessarily mean that he wilfully does something bad, but still it should cause the security system to pay more attention to it. Despite the presence of a certain order in the human behaviour, it is highly unpredictable. The behaviour is influenced by many external and internal factors, but within the information system itself it is limited to the number of possible actions that can build a finite model.

B. The Approach of the Research

Simple Bayesian Networks

Bayesian probability theory is a powerful tool for building models in the case of uncertainty. An important advantage of these models is the ability to combine both expert data and experimental results for a long time, thus increasing accuracy. Recently, a combined approach is gaining popularity, when the Bayesian model is used in conjunction with the theory of graphs, which allows building more complex and accurate models based on a large number of cross-hypotheses. Bayesian network is a probabilistic model presented as a directed graph, designed to display high-quality relationships and the local probability distribution for the display of quantitative information on the types and levels of relations between concepts.
Fig. 1 presents part of a simple Bayesian model of user behaviour upon requesting the document. The model is represented as a set of random values within the general hypothesis. For example, the random variable GlobalIntention indicates the likelihood of ill will in the request. It, in turn, depends on the value of a random variable Motive. In the absence of motivation, it is likely that the user will have no illegal intentions, whereas for a motivated user this probability increases significantly.

**Hybrid Bayesian Networks**

In standard Bayesian networks, there is a limited range of issues, in which one set of random variables is applied to all problems, and only the symptoms vary from problem to problem. A more flexible representation can be achieved by using only atypical situation as a model.

For this purpose, it is necessary to add the concept of hybrid Bayesian networks, which operate on parameterized structures called MEBN Fragments (MFrams). Each modular component is MFrag representing fairly small, self-sufficient, and conceptually significant part to support or refute the current hypothesis. MFrag enables one to simulate various hypotheses, creating a chain of interrelated concepts. The modular design allows combining and re-using previously created elements in the new research. In general, each MFrag encapsulates the functionality of a simple Bayesian model element.

For example, Fig. 2 shows how to use MFrag model, to present the model from Fig. 1. Each MFrag contains a set of values of random variables (shown in white), the distribution parameters are also included in the model, the input random values (marked in light gray), and their values depend on the internal random variables, random variables and context (marked dark gray), which should be set to True, to show the importance of the distribution defined in the resident random variables MFrag. All random variables have the input value, called entities. For example, the query MFrag shown in Fig. 2 will be correct, when the entity \( u \) (indicating the user) is the value of PerformingUser(\( q \)), for the entity \( q \) (denoting a request) – i.e. when a particular user performs a specific request.

**Experimental Model**

For the experiments, it has been necessary to set up a test system consisting of seven MFrams and involving the modelling of the behaviour of users, which makes requests to the system and works with documents.

The following entities have been created:

- **User** – MFrag describes a single user. It describes the identity of the user and his motives and intentions.
- **User Background** – describes three possible causes for the damage to the system: "political activities", "personal background", and "financial background".
- **User Assignment** – data describes the geographical region of the user and his main tasks.
- **User Intention** – the current classification divides users into "normal" and "dangerous". It is clear that during one session in the system, the user can change its state. Also, users can have common intentions that do not change over many sessions.
- **User’s Other Intentions** – the purpose of the system is not just to identify a malicious user, but also to discover the nature of potential threats. Therefore, it is important to consider other features of user behaviour in the system.
- **Document** – documents have the sources, regions, and the value of the classifier. Also, each requested document has a degree of compliance to the provided request.
- **Query** – users make requests and receive the documents.
The Results of the Simulation

The purpose of the experiments has been to learn to distinguish the user type (normal / malicious), based on his actions (request of documents) in a certain period of time (committed during the previous sessions in the system). Initially two identical models have been created; one model, trust (ground truth), has been used to simulate user behaviour and intentions, and the second one – inference, designed to determine the presence of anomalies in the current behaviour. Test data (a set of queries of various documents) of 100 sessions inside the system have been generated for each user. By knowing each user type (normal / malicious) in advance, the behaviour of 192 users has also been simulated.

The analysis of normal behaviour is displayed in Fig. 3. As seen from the figure, for all 100 sessions, the evaluation of the probability of normal behaviour does not fall below 0.9.

In contrast to Fig. 4, where the case of delayed detection of anomalous behaviour is displayed, Fig. 6 shows a typical case of a malicious user.

In conclusion, it should be stated that the experiments have been performed on the basis of artificially generated data, and their aim has been to prove the functionality of the overall approach discussed in the paper. In the future, the authors plan to use the data from actual use of the existing system, the ranking of anomalous observed behaviour, an increase in the value used in the description of user characteristics and the security policies close to the real ones.

As an important area for further research, the authors consider the use of Data Mining methods for the preparation and subsequent analysis of data obtained by Bayesian networks. In particular, it is proposed to create a common ontology document that reflects their internal semantic relations for a more accurate assessment of conformity of the document obtained by the user's request.

C. An Approach Based on the Use of Ontologies

In the work of French scientist L.Razmerita [4], an approach to modelling the user behaviour is described, using techniques from the field of semantic web, as well as ontologies [5].
The approach is based on the use of ontologies, which has recently been gaining popularity because of its flexibility, the quality of the proposed conceptual data management methodologies and knowledge bases, opportunities to disseminate and reuse knowledge.

The described approach considers the modelling of the behaviour of the electron system by using ontologies in the context of knowledge management systems (KMS). The use of ontologies allows describing the features of the target domain in a general way, which will continue to use the resulting description to solve other problems in other applications and other research groups. Additionally, by complicating the ontology it can be approximated to a more accurate description of the behaviour of each individual user.

The very process of creating ontology is a complex and time-consuming task that requires expertise in various fields, such as software creation, object-oriented programming, theory of modelling, artificial intelligence and many others. In general, the process of creating the ontology [6] consists of three simple steps: collection of knowledge, coding, and integration with existing ontologies. Established as a result of the ontology, it will be structured according to the specification IMS LIP [16]: "The purpose of the specification is to define a set of modules that can be used to import data and retrieve data from a compatible with IMS Information Server”.

In order to be able to describe the user, each IMS package of structural information is divided into 10 subgroups. These groups are the following: Identification, Goal, QCL (Qualifications, Certifications and Licenses), Accessibility, Activity, Competency, Interest, Affiliation, Security Key and Relationship.

Identification describes the personal data of a target person. Affiliation includes data on the relationship of a man with the target organization. QCL contains a list of skills of a person, his diplomas, certificates and licenses. Competency describes other formal and informal human skills, as well as the history of his work. Activity describes the human activities associated with training as part of his professional duties. Accessibility includes concepts related to possible specific features and user requirements. Interest describes a variety of hobbies and interests of a user. The Goal concept includes user major and minor goals.

However, is not enough to simply describe the behaviour of these elements; therefore, additional concepts should be introduced. Behaviour models the characteristics of the user's interaction with the system. The data for this module comes from the history log-files of the user in the system. To construct the heuristics that are suitable for the formation of rules it is necessary to add such things as: Type_of_Activity, Level_of_Activity and Level_of_KnowledgeSharing. For example, Type_of_Activity describes the type of user behaviour in the system – he prefers mostly to read, write, or go unnoticed. Also, each type of behaviour can be classified as very active, active, passive or active. The third type of classification is based on the assessment of the analysis of the spread of the user's knowledge; users are divided into Unaware, Aware, Interested, Trial, and Adopters.

The next step is to encode the ontology using a formal language, or it can be created using the ontology editor, such as OntoMat, OI-Modeler, KAON, or more often Protégé.

Next, the created ontologies are integrated and used within the overall system.

Implementation of Ontology

At this stage, the mechanisms of modelling and
personalization of models are implemented as a set of intelligent services. Fig. 7 presents the architecture of created Ontology-Based User Modelling framework (OntobUMf).

The data used to create a user model have a clear structure and are partly based on the supplied user profiles, as well as, implicitly, on the conclusions of a category extractor represented in the form of intelligent service operating in an automatic mode. The task of the category extractor is the type of user classification based on the type of its activity in the system. Any action of the system is written to the transaction log.

**User Profile Editor** – a specialized ontology editor, which is available to end users and controls the description of his personal profile.

**Intelligence services** – Due to the modular system, OntobUMf can use various types of algorithms as the intelligent services, determining the type (role) of the current user behaviour. The main objectives of the service are the following:

- to update and support the user model based on data from the category extractor;
- to provide the individual analysis for specific types of users.

**Adaptation and Personalization** – the process of adjusting the system to the features of individual user behaviour. For example, it can be adaptive graphical user interface, structure and accessibility of data security policies. The overall objective of this process is to provide the right information at the right time to the right users.

Ontology of the user's interests created as part of the system can be used for various purposes. Depending on the specifics of current task, category extractor intelligent service, which classifies users, is implemented.

**D. Multi-Agent Approach to the Modelling of the User Behaviour**

Another possible approach to creating a behaviour-oriented model for information GRID [8] system is considered in [7]. GRID systems are becoming more common both in research and in the application environment to solve problems of high computational complexity. Current methods of ensuring security in this type of the systems are based on Public Key Infrastructure (PKI) protocols [9]. This approach ensures good conventional protocols, authorization, authentication, delegation and exchange of certificates. However, detection of abnormal activity using these protocols shows the results, which are not good enough. The topic is relevant, and there are several attempts to solve it [10] [11], but at this point sufficiently accurate detection of this type of attack has not been reached.

The analysis of other existing methods for detecting anomalous behaviour of information system user has shown that the methods are ineffective in terms of the specifics of GRID systems. Therefore, the task has been set to develop a new model taking into account the specifics of this type of systems. For example, if a typical user workflow is a consistent implementation of a large number of different teams in the context of the GRID system, the number of tasks is much smaller, but each of the tasks requires significantly more resources.

Fig. 8 shows the general sequence of actions performed by using a model of user behavior to detect its abnormal activity.

The greatest difference, when using different approaches, is observed in step 3, where they can be used in a variety of approaches. Within the framework of the present research, at this stage it is proposed to use a neural network approach [12], and to implement the entire system using the agent-based approach.

Neural network is a popular approach to classification. In the present research, a multilayer feedforward network has been used. As the input data, the authors of the article have used the following set of characteristics:

\{S, ET, CPU, WT, CW, ES, CT, STD, RAM, VM, VO, RB\},

where S (Site) — the node on which the task is executed; ET (Execution Target) — the resource of the node, which performs the task; CPU (CPU Time) — CPU time to complete the task using the resource; WT (Wall Time) — total task time; CW (CPUWall = CPU/W) — the ratio of CPU time to total time of the task; ES (ExitStatus) — the status of task completion (success or error); CT (Creation Time) — Time of delivery (creation) of the task into the GRID system; STD (Start Time Difference) — difference between the start time of a task on the selected resource GRID time systems and sending time to the target GRID system; RAM (RAM Used) — the amount of used memory; VM (Virtual Memory Used) — the amount of virtual memory used; VO (Virtual Organization Name) — ID belonging to a virtual organization; RB (Resource Broker Hostname) — ID of the resource task broker.

For each user it is necessary to build his personal neural network, which classifies it as a normal behaviour (1) or abnormal (0).

The system GILDA [14] of the European project EGEE [15] has been used to obtain the data of the users necessary for the experiments. In total, the database consisted of more than 34,000 log entries made by users of the access activities. To monitor all available states of the system in a distributed system, GILDA GridICE has been used, which integrates with the local system resource monitoring.
In the process of software implementation of the test system, the raw data on the behaviour of users have been converted to XML format and then divided into training and test samples in the proportion of 85% to 15%, respectively. The structure of the neural network has been used by a network of direct dissemination of information with one hidden layer, trained by the back-propagation method. To calculate the optimal values of the network structure, A / B testing has been provided, showing that the best configuration is the 20 neurons in the hidden layer, resulting in 85.81% classification accuracy. Also, weights and learning parameters have been assigned the values (\( \eta = 0.3, \mu = 0.15 \)).

In the final test, the procedure of substituting the user has been used, when, after the initial use of the data on the behaviour of one user, the data classifier has fed the other (illegal) user. The final results have shown that the level of classification of an authorized user is equal to 99.14%, while in the case of substitution by correct classification the level equals 99.30%. The provided results are sufficient for the approach to be used in real systems.

The General Structure of the System, Agent-Based Approach

The most important feature of the GRID systems is their distributed, heterogeneous structure. It is also important to isolate the abnormal activity detection unit from the rest of the system. Third, we need to interact with the system of monitoring to obtain information about the tasks of running users and Certification Centre (CA – Certificate Authority).

All these requirements are satisfied by Agent Based Paradigm implementation. In this case, to detect the presence of abnormality in the actions of a user, it is necessary to use an agent, which encapsulates the personal neural network of a user, and the methods of obtaining the required information from the envelopment analysis.

The monitoring system is the centralized GridICE. To gather information about the tasks performed by users, at each node Grid Resource Information Service (GRIS) runs. In turn, the service domain Grid Index Information Service (GIIS) interacts with local services GRIS, aggregates the information and sends it to a centralized server GridICE (Fig. 9). To implement the model of user behaviour, the following types of agents have been implemented:

- An agent encapsulates a model of GRID user system (User Agent). It is activated after a user-requested action and includes the personalized neural network model of the current user, statistics on his previous behaviour and the presence of anomalous test results in the executed transaction.

- Agent Controller manages the creation and monitors agents, user models. Also, its purpose is to inform the security in the cases, when anomalous activity is detected.

The test system has shown quite good results for its implementation in real projects.

III. CONCLUSIONS

The article deals with a variety of methods for modelling user behaviour. This approach is relevant to the intrusion detection system, which monitors system activities for malicious activities of intruders, who use the authorization data of a legitimate user for criminal purposes. Building a behaviour-oriented model, which controls the activities of each user, can prevent the system from this type of invasion, whereas conventional security tools do not provide adequate protection against such attacks.

When you create this type of a system, it is important to evaluate the existing research in this area. To build a Bayesian network, the following models have been used: behavioural models, ontology, neural networks and agent-based approach; each of them has shown good test data results.
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