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Abstract — Nowadays there are many models for software
development cost estimation, providing project managers with
helpful information to make the right decisions. One of such well-
known mathematical models is the COCOMO model. To
estimate costs and time, this model uses coefficients, which were
determined in 1981 by means of the regression analysis of
statistical data based on 63 different types of project data. Using
these coefficients for a modern project, the appraisal may not be
accurate; therefore, the aim of this paper is to optimize the model
coefficients with genetic algorithms. Genetic algorithms are
evolutionary methods for optimization. To evaluate population,
the genetic algorithm will use a set of descriptive attributes of
several software development projects. These attributes are the
number of lines of a code, costs and implementation time of a
project. Project costs estimated by means of the COCOMO
model will be compared with the real ones, this way evaluating
the fitness of an individual in the population of possible solutions.

Keywords — COCOMO model, genetic algorithm, software cost
estimation

1. INTRODUCTION

Software cost estimation is essential for software project
management. Accurate software estimation can provide good
support for the decision-making process like the accurate
assessment of costs can help the organization to better analyse
the project and effectively manage the software development
process, thus significantly reducing the risk. Once the
planning is too pessimistic, it may lose business opportunities,
but too optimistic planning can cause significant loss.

There are several software cost estimation models to help
project managers to make the right decisions. One of such
models is the COCOMO model (Constructive Cost Model). It
was introduced in 1981 by Barry Boehm - the famous
scientist who contributed to the development of software
project management by creating a scientific approach. The
COCOMO model is based on 63 different types of statistical
data analysis project. The actual number of lines of code,
amount of effort and time were estimated and some
coefficients, which depend on the software project, were
developed and identified during the regression analysis phase.
Today's project evaluation based on old coefficients may not
match the required accuracy; therefore, the aim of this
research is to optimize the model coefficients [4].

The COCOMO model has three modes, depending on the
size of the project and the project team size. The model has
three levels. The accuracy of the base level is lower than in the
intermediate level and detailed level because the estimation of
effort uses only actual amount and information about the mode
and does not use cost drivers, which include a subjective

judgment of the product, project, personnel and hardware
characteristics. Thus, in this article a basic level of COCOMO
model will be discussed [4], [6].

Genetic algorithms are optimization algorithms in
evolutionary computing techniques, proposed in 1975 by a
scientist Holland. It is a natural heuristic algorithm that is used
to find the exact and approximate solutions. Algorithm is
based on the iterative improvement of the current solution, but
a solution set is used instead of one solution. Most genetic
algorithm applications are linked to a large-scale information
processing and the development of prediction models [3].

II. BACKGROUND

A brief description of the classic COCOMO model and
genetic algorithms is given in the present section.

A. COCOMO Model

The COCOMO model has three modes to classify
complexity of the system. Description of these modes is given
in TableI[4]. The COCOMO model has three levels,
providing increase of accuracy in each subsequent level. To
calculate the effort at the base level, the equation (1) is used. It
shows that effort is linearly dependant on the project size and
rapidly changes if there is another mode [7], [9]. To evaluate
project development time, the equation (2) is used.

E=a-KLOC", (1)

a, b — the COCOMO model coefficients;
KLOC - the kilo-lines of code;
E — the effort (man-months).

TABLE I
MODES OF COCOMO MODEL

Software

project Project size

Description

Small project being developed by a small
team; there is no specific major innovation,
the environment remains stable, and there
are no strict limits and deadlines.

Less than

Organic 50 KLOC

Medium-scale projects being developed by
a relatively small team; the development
process needs some innovation, the
environment is characterized by low
volatility; average strict limitations and
deadlines are present.

50 -300
KLOC

Semi-
detached

Large project being developed by a large
team requires many innovations; the
environment has a number of elements,
which are characterized by instability, strict
limitations and deadlines.

Over 300

Embedded KLOC
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TDEV =c-EY, )

¢, d — the COCOMO model coefficients;
TDEV — the development time (months).

B. Genetic Algorithm

Genetic algorithm is based on the next 4 main components:
1. Chromosome — the line of numbers that could be

encoded using the binary encoding, integer number
encoding etc. Each position in chromosome is called a
bit, gene. Chromosome is an individual representing one
of task solutions [3].

. Initial population. The first population is a set of task

solutions that is generated randomly. The main condition
of the generation process of the first population is to
achieve a variety of solution sets. If this condition is false
— local extreme will be achieved early. It is not good for
searching of the optimal solution [3].

. Operator set. Operator set allows generating new

solutions on the base of current population. Operator set
contains selection, crossover and mutation. Fig. 1
demonstrates the basic genetic algorithm. When selection
is used, individuals are selected in the intermediate
population. Different types of selection are known:
Roulette wheel selection — each individual probability to
be chosen in the intermediate population is proportional
with it fitness function value, it is called the proportional
selection; Tournament selection — all individuals have an
equal probability to be chosen in the intermediate
population.

< Begin )

v

1.Generate the population

v
2. Perform a selection of
individuals
v
3. Perform a crossover and
evaluate new individuals

v
4. Mutation

5. Is the stopping condition
true?

6. Return the results with respect
to the initial task

v

C End )

Fig. 1. The steps of the basic genetic algorithm
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Respectively the crossover is chosen — the one-point
crossover, two-point crossover, N-point crossover —
individuals chosen to the intermediate population must
make the exchange of chromosome parts. This process
result is the generation of new individuals.

The use of the mutation chromosome gene with defined
probability exchanges its value. The new value of gene is
also determined with defined probability. The mutation
process protects population from the local extreme
points, as well as enlarges the searching solution area [8].

. Fitness function. The fitness function is the individual

estimation attribute. It shows the suitability for each
solution. On the one hand, the fitness function allows
defining solutions that are more adapted — these solutions
get a chance to be chosen in intermediate population. On
the other hand, the fitness function allows defining
solutions that are less adapted — these individuals are
removed from the solution set. Therefore, the average
fitness function value of new generation is larger than the
average fitness function value of previous generation

(31, [8].

III. DATASET

In the current research, two datasets are used — one for each
mode of the COCOMO model. The dataset for an organic
mode contains 20 records, and for a semi-detached mode the
dataset of 19 records is taken. Table II contains both datasets

[1].
TABLE II
DATASETS
Organic mode Semi-detached mode

No. | LOC ToeY KLOC ToEV,

1 10 13 59.3 21
2 17 12 60 21
3 10 15 54 15
4 24 18 52 9
5 10 13 51.9 11
6 10 14 64 16
7 10 15 51 17
8 15 13 80 14
9 10 12 54 25
10 10 12 76 38
11 17 22 51.4 30
12 11 19 66 17
13 15 18 50.2 17
14 15 19 65 10
15 13 21 55 10
16 14 20 57 28
17 15 19 72 22
18 15 20 66.5 19
19 13 15 69.1 18
20 18 19
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Datasets were split into training and test sets. The training
sets of both datasets contain first 14 records; the rest records
are included into test sets; 5 records — for the organic test set
and 4 records — for the semi-detached test set. Each record
contains information about the completed software
development project. Each record is described with two
attributes — the lines of code (LOC, KLOC) and development
time (TDEV).

Based on the fact that the dataset with two attributes (effort
and development time) was not available, the decision was
taken to express the development time (2) by using the
equation (1). As a result, a new equation was introduced (3).
All COCOMO model coefficients (a, b, ¢, d) and the effort are
included in this equation.

TDEV =c-(aL0C")’, (€)

a, b, ¢, d — the COCOMO model coefficients;
LOC - the lines of code;
TDEV — the development time (months).

IV. COCOMO MODEL COEFFICIENT OPTIMIZATION USING
GENETIC ALGORITHMS

To optimize the COCOMO model coefficients, the genetic
algorithm was proposed. Fig. 3 shows its main steps:
1.Generate the initial population. Individuals are created
randomly. A specific chromosome structure is chosen. It
is shown in Fig. 2.

XXXX|XXXX|XXXX|XXXX
a b c d

Fig. 2. Each of 4 COCOMO model coefficients is expressed by 4 genes,
containing integer numbers from 0 to 9. The first gene contains an integral
part of a coefficient; the remaining 3 are the fractions

2.Calculate the predicted development time for the project.
The TDEV is being calculated for each project j in the
training set, using the coefficients from an individual i.

3. Calculate the project specific fitness of an individual. To
calculate individual i fitness for the project j the equation
(3) is used. If the dataset contains the effort, then equation
(4) is used.

TDEV, -TDEV,

Fitness; = :
' TDEV,

s 3)
i — the individual number;
J — the project number;

TDEV,) - the real project j development time;

TDEV,) — the predicted project development time, using
individual i.
Ed-E}

T O

R

Fitness;; =

i — the individual number;
j — the project number;

Eé — the real project effort;

E:,j — the predicted project effort, using individual i.

< Begin )

v

1.Generate the first population

L‘
L

For each individual i = ...k

For each project
j=1..ninthe
training set

2. Calculate the predicted TDEV
for the project j using individual i

y

3. Calculate individual / fitness
—— for a project j and continue to the
next project,j =j + 1

4. Evaluate individual i using

project specific fitness values and | _
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i>k

i=i+1

continue with the next individual, |

5. The stopping
criteria is true

6. Perform selection

!

7. Perform crossover

}

8. Perform mutation

I

9. Generate the next population

v

C End )

Fig. 3. The proposed algorithm for the optimization of the COCOMO model

coefficients
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4.Evaluate individual. For the calculation of the individual
fitness, the equation (5) is used. It is calculated as the
average value of all project specific fitness values of an
individual, obtained during steps 2 and 3 in Fig. 3. In this
specific task, the fitness value depends on the difference
between real development time and predicted
development time; therefore, the fitness function value
should be minimized.

. 1 N .
Fitness; = o . z Fltnessij ®)
j=1

i — the individual number;
j — the project number;
n — the number of projects.

5. Checking the stopping condition. The stopping condition
defines when the algorithm must be finished. The
iteration number is defined as a stopping condition. As an
alternative condition the best (minimal) and average
fitness of the population can be used.

6.Selection. The roulette wheel selection is used to form a
set of individuals that will take part in crossover.

7.Crossover. Using individuals, selected in a previous step,
new individuals are generated. The n-point crossover is
used, which is the simplest crossover and can be easily
replaced by another crossover type.

8.Mutation. During the mutation step, none or a small
number of individuals is randomly selected. The
probability to be selected should be low, typically about
10%. For each individual a random scheme of mutating
genes is defined. As the integer number encoding is used
(see Fig.2), the implemented mutation concept is very
simple — mutating genes are assigned new randomly
generated integer numbers in a range from 0 to 9.

9.Generate the new population. During this step, the new
population is formed. A number of strategies for running
this step exist. The proposed algorithm applies the
strategy that is based on concurrency among parents and
children. The best individuals among parents and children
are chosen using the same selection method applied to the
step 6. As an option the elitism can be added to the
strategy, insuring that the best solution will not be lost.

V. RESULTS

During the experiments, the initial population of 10
individuals was generated. Then the optimization of the
COCOMO model coefficients was performed using the
proposed algorithm. Based on the fact that each of the three
modes of COCOMO model has its own coefficients,
experiments were performed using datasets according to each
mode. Experiments were performed by changing the genetic
algorithm parameters (number of iterations, crossover points).
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A. Organic mode experiments

In experiments using organic mode datasets, the best result
was achieved using 1500 iterations and the three-point
crossover strategy.

As a result of algorithm execution, a solution set was
received from which the best individual was chosen — a
solution with the best fitness function value, the Mean
Relative Estimation is 14.79 (training set):

2312(111413020(0421.

According to this individual, the resulting optimized
COCOMO model coefficients are the following: a=2.312;
b=1.114; ¢=3.02; d=0.421. Current COCOMO model
coefficients are the following: a=2.4; b=1.105; c=2.5;
d=0.38.

Using the optimized coefficients for the test sets records
Mean Relative Estimation value is 18.66. It is 2.48 times less
than the Mean Relative Estimation value obtained with the
current COCOMO models coefficients, which equals 46.32.
Table III contains actual and predicted TDEV values for the
organic mode dataset; using the genetic algorithm optimised
and current COCOMO model coefficients.

TABLE III
PREDICTED DEVELOPMENT TIME VALUES FOR THE ORGANIC MODE
Calculated TDEV
Actual | Caleulated TDEV using COCOMO
No. using coefficients
TDEV optimized by GA model current
P ¥ coefficients
1 21 18 12
2 20 18 12
3 19 17 11
4 20 18 12
5 15 15 10
6 19 17 11

The data in Table III is depicted in Fig. 4, showing the
comparison among the organic mode real development time,
the predicted development time using GA coefficients and the
predicted development time using current COCOMO model
coefficients.

25

5 T T T T T 1
1 2 3 4 5 6
Test ]();oject number
el Rca]l e=ahe= GA +++-0-¢ Current coeff.

Fig. 4. The real organic mode project development time (TDEV) and the
calculated one using the coefficients optimized by GA and the current
COCOMO model coefficients
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Fig. 4 shows that the development time predicted by current
COCOMO model coefficients is much lower than the actual
data. At the same time, in the results obtained using the
coefficients optimized by the genetic algorithm, the error is
much lower, but it still persists.

Another experiment was performed to evaluate the genetic
algorithm efficiency in coefficient optimization for the effort
forecasting. The following results were obtained: Mean
Relative Estimation value using the coefficients optimized by
GA was 33.252; Mean Relative Estimation value using current
COCOMO model coefficients was 41.387. This shows that the
optimized coefficients more accurately predict the project
effort than the current COCOMO model coefficients. The
obtained experimental effort prediction results for the organic
mode are shown in Table I'V.

TABLE IV
PREDICTED EFFORT VALUES FOR THE ORGANIC MODE
Caleulated TDEY | CRlculated TDEV
Actual . . using COCOMO
No/ KLOC using coefficients
Effort ontimized by GA model current
P ¥ coefficients
1 14 60 44 38
2 10.4 50 31 28
3 12.8 62 40 35
4 15.4 70 49 42
5 16.3 80 52 45

The graphical comparison of project effort prediction
results for the organic mode is displayed in Fig. 5.

100
80
E 60 -
b o - ‘7,‘.-.?.:-:
= 40 L ree. T BT A X
S 'osr. Ceee®
20
O T T T T 1
1 2 3 4 5
Test project number
o= Rcal == GA -0+ Current coeff.

Fig. 5. The real organic mode project effort and the predicted one using the
coefficients optimized by GA and the current COCOMO model coefficients

Fig. 5 shows that despite the fact that the COCOMO model
coefficients were improved and the error reduced, the
forecasted effort is far from the real one. Having conducted
the experiments, it can be stated that the use of the COCOMO
organic mode coefficients optimized by genetic algorithms to
forecast the project effort and development time produces
more accurate results than the use of the current COCOMO
model coefficients.

2012 /15

B. Semi-Detached Mode Experiments

Optimization of coefficients according to datasets for a
semi-detached mode was performed using a similar genetic
algorithm that was used in the organic mode experiments.
The best result for the semi-detached mode was obtained using
1000 iterations and the three-point crossover strategy. The
resulting individual is the following:

3020(1070/2500[0350.

According to this individual, the resulting optimized
COCOMO model coefficients for the semi-detached mode are
the following: a=3.020; b=1.070; ¢=2.500; d=0.350. The
fitness function value equals 30.75, which is less than the
fitness function value of the current COCOMO model semi-
detached mode coefficients (a=3; b=1.12; c=2.5; d=0.35),
which equals 33.15. Mean Relative Estimation value for
optimized coefficients is 21.52, but for current coefficients —
21.82. As may be seen, only coefficients a and b slightly
differ, the same time coefficients ¢ and d remain constant. The
obtained results, using the COCOMO model coefficients
optimized by the genetic algorithm, and the current ones, are
shown in Table V.

TABLE V
PREDICTED DEVELOPMENT TIME VALUES FOR THE SEMI-DETACHED MODE
Calculated TDEV
Actual | Caleulated TDEV using COCOMO
No/ using coefficients
TDEV ontimized by GA model current
p y coefficients
1 10 17 18
2 28 17 18
3 22 18 20
4 19 18 19
5 18 18 19

Fig. 6 shows the results from Table V. As may be seen, the
results produced by GA optimized coefficients are close to the
ones produced by using the current COCOMO model
coefficients, but remain slightly worse.

30
. ) 3
£ 15
ol d
5 T T T T 1
1 2 3 4 5
Test project number
== Rcal == GA <--¢<+ Current coeff.

Fig. 6. The real semi-detached mode project development time (TDEV) and
the calculated one using the coefficients optimized by GA and the current
COCOMO model coefficients
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As a result of the effort prediction experiment for the semi-
detached mode, the next results are obtained: Mean Relative
Estimation value using the coefficients optimized by GA
equals 28; using the current COCOMO model coefficients —
14.4. Predicted effort values are shown in Table V1.

TABLE VI
PREDICTED EFFORT VALUES FOR THE SEMI-DETACHED MODE
Caleulated TDEY | Calculated TDEV
Actual . . using COCOMO
No. KLOC using coefficients
Effort ontimized by GA model current
P y coefficients
1 115.8 480 488 614
2 66.6 300 270 331
3 50.5 270 201 243
4 79 400 324 400
5 77 315 315 389

The graphical comparison of the real and predicted effort
using the coefficients optimized by GA with the current
COCOMO model coefficients for the semi-detached mode is
shown in Fig. 7.

different methods such as neural networks, fuzzy algorithms,
object-oriented methods etc. were applied to it by a number of
scientists.

The current research proposes a genetic algorithm based
method for optimization of the COCOMO model coefficients
both for organic and semi-detached modes. In a series of
experiments, the proposed algorithm was tested and the
obtained results were compared with the ones obtained using
the current COCOMO model coefficients. The results show
that in most cases the results obtained using the coefficients
optimized by the proposed algorithm are close to the ones
obtained using the current coefficients. Comparing organic
and semi-detached COCOMO model modes, it can be stated
that use of the coefficients optimized by the GA in the organic
mode produces better results in comparison with the results
obtained using the current COCOMO model coefficients. At
the same time, coefficients for the semi-detached mode
produced by the proposed algorithm do not result in the high
forecasting accuracy, which is the same or slightly worse than
the accuracy obtained using the current COCOMO model
coefficients.

According to the findings of the research, it should be stated
that having the appropriate statistical data describing the
software development projects, genetic algorithms can be used
to optimize the COCOMO model coefficients.
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VI. CONCLUSIONS

The objective of this research was to optimize the
COCOMO model coefficients using the genetic algorithms.
The task of the COCOMO coefficient optimization is not new;
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Anna Galipina, Olga Burceva, Sergejs ParSutins. COCOMO modela koeficientu optimizacija ar genétiskiem algoritmiem

Paslaik pastav daudzi programmatiiras izmaksu novertéSanas modeli, kuri dod projektu vaditajiem noderigu informaciju, lai piepemtu pareizos lémumus. Viens
no $adiem labi zinamiem matematiskiem modeliem ir COCOMO modelis. Modeli darbietilpiguma un laika izvértéSanai tiek izmantoti koeficienti, kuri ir noteikti
regresijas analizes posma, balstoties uz 1981. gada 63 dazadu projektu statistisko datu analizi. Sodien projektu novértésana ar dotiem koeficientiem var nedot
nepiecieSamo precizitati, tapéc darba mérkis ir optimizét modela koeficientus. COCOMO modelim ir tiTs ITmeni un tris rezimi, kuri ir atkarigi no projekta apjoma
un izstradataju komandas lieluma. Dotaja pétijuma tiek apskatits tikai viens bazes ITmenis un divi reZimi — organiskais un starpposmu. COCOMO modela
koeficientu optimizacijas uzdevums nav jauns. Uzdevuma risinaanai jau tika pielietoti neironu tikli, izpladusie algoritmi, objektu orientétas metodes un citi. Saja
darba koeficientu optimizacijai tika nolemts pielietot genétiskos algoritmus. Gengtiskie algoritmi ir evoliicijas metode optimizacijai. Lai noveértétu populacijas,
genétiskie algoritmi izmanto datu kopu ar aprakstoSiem atribiitiem no vairakiem programmatiiras izstrades projektiem. Tie ir — programmas koda garums,
darbietilpigums un projekta patérétais laiks. Kopuma tika izmantotas divas datu kopas, viena datu kopa uz katru COCOMO modela rezimu. COCOMO modela
prognozetais projekta darbietilpigums tika salidzinats ar realam veértibam, §ada veida izvertgjot individa piemérotibu populacijas iesp&jamiem risinajumiem.
Eksperimentu gaita tika genergta sakuma populacija no desmit individiem un tika veikta koeficientu optimizacija. Izmantojot trispunktu krustoSanas stratégiju,
organiskaja rezima labakais rezultats tika sasniegts 1500. iteracija, starpposmu rezima labakais rezultats tika sasniegts 1000. iteracija. Kod&Sanai tika pielietoti
veselie skaitli no nulles Iidz devipi. Salidzinot prognozéto darbietilpigumu un izstrades laiku, kuri tika iegiiti, izmantojot eso$os koeficientus un jaunos
koeficientus ar realajiem datiem, tika konstatgts, ka jaunie koeficienti dod precizaku rezultatu.

Anna I'anpiannaa, Onbra Bypnesa, Cepreii Ilapuytun. Ontumusanus koddgduuuentop COCOMO mozenn ¢ NoMOIbIO FeHeTHYECKHX aJITOPHTMOB

B Hacrosimee BpeMsl CyIIeCTBYET MHOXKECTBO MOJIeNel I OLEHKH CTOMMOCTHU Pa3pabOoTKU HPOTPaMMHOIO 00eCIeYeHHs], KOTOPbIe IPEJOCTaBIAIOT MOIE3HYI0
HH(GOPMALMIO MEHEIDKepaM Il IIPUHATHS MPaBIIBHBIX penleHnil. OXHOM U3 TakuX W3BECTHBIX MaTeMaTHYECKHX Mojeneil sBisercs Moxens COCOMO. [lns
OLICHKHU TPY/I03aTPaT U BPEMEHH MOJIENIb HCHOJIb3yeT KO3 HIMEHTHI, KOTOpbIe ObLIN HaiiieHbl B 1981 rosy MeTo10M perpecCHBHOIO aHaIM3a CTATHCTHYECKHX
JAHHBIX, OCHOBAHHBIX Ha 63 pa3IHYHBIX TUIAX MPOEKTHBIX JaHHEIX. MIcIoabp30BaHUe THX KOI(QOUIEHTOB U COBPEMEHHOI OLICHKH POSKTOB MOXKET He JaTh
TOYHBIX PE3YJIbTATOB, IOATOMY IIEJIBIO JIAHHOW PabOThI SBJISETCS ONTUMHU3AIMSA KO3()(DUIHUEHTOB, UCIIONB3YS TeHeTHUeCKHEe anroputMel. Y Moaean COCOMO
€CTh TPM YPOBHS M TPM PEKHUMA, KOTOPbIC 3aBUCAT OT pa3Mepa IPOEKTa U pa3Mepa KOMaHIbl pa3padoT4nKoB. B naHHOIT paboTe paccMOTpPEH TOJIBKO OJHH
6a30BBIil YPOBEHb U J[BA PEXKUMA — OPraHMYECKU U mosypaszaenéuubii. Ontumusanus kodddunuentos monenn COCOMO He sBiseTcs HOBOI 3amaueit. s
peIIeHNs 3aauyl YKe€ HCIIOIb30BAIHCh HEHPOHHBIE CETH, HEYETKHE AITOPHTMBI, 0OBEKTHO-OPHEHTHPOBAHHBIE METOIbI M Apyrue. B manHoil pabore mis
ONTHUMH3ALMH KO3()PULHEHTOB HCIONB3YIOTCS TeHETHYECKHE AlIFOPUTMBL. ['€HEeTHYECKHEe alIrOPUTMBI SBIISIIOTCS 3BOJIFOLMOHHBIM METOJOM JUIs ONTHMHU3ALUH.
JU1s OLeHKY MOMYJISNUH TeHeTHYEeCKHI arOpUT™ OyeT HCIIOIb30BaTh HaOOp aTpHOYTOB U3 HECKOIBKUX IIPOEKTOB 110 Pa3paboTKe MPOrpaMMHOIO 00ECIeUeHNUS.
DTO KOJIMYECTBO CTPOK KOJa, TPYJ03aTpaThl ¥ BpeMs peallM3aliy NpoeKTa. B 1meom, ObII0 HCIOIB30BaHO JBa HAOOPa JAaHHBIX, [10 OJHOMY Ha KaXIBIH PEIKUM
mozenn COCOMO. Ilpornosupyemsie Moaensio COCOMO Tpymo3aTpaTsl OyAyT CpaBHHBATBLCS C PeabHBIMHU JAHHBIMH, TAKHM 00pa3oM OLeHUBas (HYHKIIHIO
MIPUCIOCOOICHHOCTU UHIMBH/IA B IOITY AN BOSMOXKHEIX peneHuil. B xone skcrepuMeHToB Obl1a copMUpoBaHa HauaabHAas MOMYJISIIUS U3 AECATH HHIUBUIOB
W TPOHM3BEJIeHa ONTHMH3AIMA Kod()(GHUIMeHTOB. VIcronp3yst CTpaTerdio TPEXTOYEUHOTO CKPEIIMBAHMS, B OPraHHYECKOM DPEXHME JIYUIIMH pe3ynbTaT Obul
nocturHyT Ha 1500 ureparuu, B MONypasfeaéHHOM peXXUME JydIInil pe3yisTaT O0bu1 mocTurHyT Ha 1000 urepaunu. st KOAUPOBKH HCIOIb30BANKCH LEeJIbIe
4ypucaa OoT Hyns o fAeBiatH. CpaBHHBas IPOTHO3HpYEMbIe TPYHO3aTpPaThl W BpeMsl pa3pabOTKH, KOTOpble OBUIM IONYYeHBI, HCIOIb3ys CYIIECTBYIOIINE
K03(D(DUIHUCHTBI U HOBBIE KO PUIIMEHTHI, OBLIIO KOHCTATHPOBAHO, YTO HOBBIC KOA()(HUIIMEHTHI Iaf0T 00JIee TOYHBIC PE3YIIbTATHI.
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