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Abstract — The article discusses how to generate RGB images
with noise using Kohonen’s self-organizing map (SOM). The
article also describes the adaptation process and structure of
SOM, which can be used to generate RGB images with noise. The
authors of the article evaluate the influence of SOM parameters
(a learning coefficient, adaptation time, effective width) on the
noise level of RGB image generated using SOM. According to
these observations, the authors formulate several
recommendations how to control the noise level by adjusting
SOM parameters.
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I. INTRODUCTION

The cross-validation method is used to determine the neural
network ability to recognize the images [2]. According to the
cross-validation method, the total array of images is divided
into two groups: a validation set and an estimation set. The
estimation set includes the images, which are used during the
adaptation process of SOM, but the validation set comprises
the images, which are not used during the adaptation process
of SOM.

The neural network ability to recognize the images is
determined as the ratio of the recognized images from the
validation set. Therefore, the larger the validation set is, the
more accurate the result is.

However, to determine the neural network ability to
recognize the images with noise, the validation set must
contain the images with noise. If there are only the images
without noise, there is need for an automatic system to
generate the images with noise.

SOM can be used to generate RGB images with noise for
the validation process.

The aim of this research is to investigate the influence of
SOM parameters (a learning coefficient, adaptation time,
effective width) on the noise level of RGB image generated
using SOM. This analysis will enable the authors of the article
to develop the recommendations on how to control the noise
level of RGB image by adjusting SOM parameters.

II. KOHONEN’S SELF-ORGANIZING MAP

SOM is a neural network with a feature to configure the
neurons so that the close neurons begin to react to the similar
signals [2], [6].

SOM consists of the following elements:

+ the adaptation time — the step count of the adaptation

process;
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e the SOM lattice — the structure of SOM, where the
neurons are placed in the nodes or cells. The lattice can
be one-dimensional or multidimensional;

+ the winning neuron — the neuron with a minimal distance
to an input signal;

+ the learning coefficient — the SOM parameter, which
determines a learning speed in every step of the
adaptation process;

+ the topological neighbourhood — a mathematical
function, which determines the influence field with a
winning neuron in its centre;

+ the effective width — the parameter of topological
neighbourhood, which affects the topological
neighbourhood width.

III. THE ADAPTATION PROCESS OF SELF-ORGANIZING MAP

The adaptation process of SOM is based on the competitive
learning, when the neurons compete among themselves, which
is more similar to an input signal [2]-[3], [4], [6]-[7]:

1. Initial learning coefficient ng is inputted.

. Adaptation time ¢ is inputted.

. Initial effective width §, is inputted.

. Random values to the neuron weights are generated.

. Random input signal x is generated.

. The winning neuron i(x) is determined by Euclidean
distance (1):
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i(x) =argm]jn||x—wj||’ (1)

where j — the neuron, w; —j neuron weights.
7. All neurons are adapted by the formula (2):

wi(n) =w;(n=1)+n(m)-h;;, () (x=w,(n=1)) (2

where n — the adaptation step, /;,x(n) — the topological
neighbourhood.

8. 57 steps are repeated #-1 times.

To calculate the topological neighbourhood #;;(n), any
mathematical function can be used, which satisfies these
conditions [2]:

+ the function is symmetric at the winning neuron;

+ the function decreases, when the distance to the winning

neuron increases, but it never achieves zero.

Gaussian function satisfies these conditions (3).

B =exp| — 2|, 3)
Jsi(x) 2.52(’1)

where d — the Euclidean distance from neuron j to the
winning neuron, 6 — the effective width.
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The learning coefficient and effective width must decrease
for the adaptation process; to satisfy this condition, it is
recommended to use the following formulas [2]:

n(n)=mn,-exp(-n/t,), (4)
where 1; — some coefficient, n — the adaptation step.
6(n) =6, -exp(-n/t,), (%)

where 1, — some coefficient, n — the adaptation step.

The learning step #n is calculated beginning with zero, then
the first adaptation step contains these values: 11(0) = 1o and
8(0) = dy.

The adaptation process of SOM consists of two phases: the
organization of neurons and the stabilization process of values.
It is recommended to use particular values of parameters for
every phase [2].

The organization process of neurons:

* the learning coefficient: o = 0.1 and 7, = 1000;

* the effective width has such a value that the initial
topological neighbourhood practically influences all
neurons;

* the adaptation time: 1000 steps.

The stabilization process of values:

« the learning coefficient is static and equal to 0.01;

* the effective width has such a value that the topological
neighbourhood only influences adjacent neurons;

+ the adaptation time is approximately 500 times larger
than the number of neurons.

IV. RGB IMAGE GENERATION USING SELF-ORGANIZING MAP

Every synapse (weight) of a neuron can only get one value,
therefore RGB image (an input signal) must be transformed
into the one-dimensional array to obtain the association of the
neuron weights with an input signal.

The one-dimensional array size is 3-n'm, where n — the
image width, m — the image height.

3-n-m{ G
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Fig. 1. The association of RGB image with neurons weights

To create the association of the neuron weights with the
input signal the following concept can be used: the first n-m
elements are associated with red colour components of the
RGB image, the next n'm elements — with green colour
components, and the remaining ones — with blue colour
components. To distinguish the image rows, for every colour
group (the group size is n'm elements, where m is the number
of rows) the following concept is used: the first n elements are
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associated with the first image row, the second — with the
second row and so on for each colour group. The sketch of this
association is illustrated in Fig. 1.

Fig. 2. The hexagonal SOM to generate RGB images with noise

To generate RGB images with noise, the following feature
of SOM is used: the winning neuron weights aim to be equal
to an input signal, but adjacent neuron weights aim to be equal
to the winning neuron weights. Therefore, the input signal is
selected from the array {RGB, RG, GB, RB, R, G, B}, where
the letters indicate unturned colour components of the
generated image (other elements of the image are equal to
Z€ro).

If there is a need to generate an equal number of the images,
which are inclined to some colour, a hexagonal type of the
lattice with the predefined winning neurons can be used: the
central neuron weights are equal to the generated image colour
values (to input signal RGB), the corner neuron weights are
equal to inputs {R, RG, G, GB, B, RB}. Other neuron weights
have the random values (see Fig. 2).

Fig. 3. The coordinates of the hexagonal lattice

Than RGB images with noise are generated among the
predefined winning neurons.

The distance between two neurons of the hexagonal SOM is
calculated by the formula (6).

Ad =Ad> + Ab* + Aa - Ab » (6)
where Aa — the distance between two neurons on the
coordinate X, Ab — on the coordinate Y, and 60° between the

coordinates (see Fig. 3).

V. ADDITIVE NOISE OF RGB IMAGE
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The additive noise is the signal, which is added to the
original signal [1]. If the original image pixel value is
represented as (7), then the pixel value with the additive noise
is represented as (8).

C=(r,gb), @)
where 7 — the red colour component, g — green, b — blue.
=(r+Ar,g+Ag,b+Ab). ®)

Then the noise level can be calculated as the mean square
error (9) [5].

Ll AR+ Ag; +Ab;

MSE — ZZ y L q , (9)

i=0 j=0 3-n-m

where n — the image width, m — the image height.

The initial noise level of the images of the neurons with the
random weights can be calculated as the expected value of the
distance between two pixels, between the same colour
components. This regularity (10) may be seen in Fig. 4.
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where p — the expected value of the distance.

VI. SELF-ORGANIZING MAP AND NOISE LEVEL

The aim of this research is to investigate the influence of
SOM parameters on the noise level of RGB image generated
by SOM. This analysis will enable the authors of the article to
formulate recommendations on how to control the noise level
by adjusting SOM parameters.

Within the framework of the research, the following SOM
parameters have been analysed:

* the learning coefficient;

* the adaptation time;

* the effective width.

The effective width is determined through the initial
distance and the initial topological neighbourhood function
value in the analysis process (11).
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where d — the initial distance, # — the initial topological
neighbourhood function value.
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Fig. 5. The experiment model

o(d,h) (11)

SI — the neuron with the weights, which are equal to the
generated image (it is the random image in the experiment);
RI — the neurons with the random weights (all 3 neurons are
equal); F1 — the neuron with the weights, which are equal to
the filtered image by the colour: one group by the red colour,
other by the green-blue colour (see Fig. 5).

The first RI describes the neurons, which are closer to SI,
the second R/ describes the neurons between SI and FI, and
the third R/ — which are closer to FJ.

The same set of S7 and R/ images and the same sequence of
winning neurons have been used in every observation of the
experiment; all these elements have been generated before the
experiment.

The experiment factors are displayed in Table I.

The static parameters have been taken according to [2]
recommendations.

The results of the experiments are illustrated in Fig. 6-10.

The experiment with 5 neurons of SOM has shown the
relation: the neurons before the middle neuron and after it;
therefore the SOM experiment has been extended to 7 neurons
(see Fig. 10).

The extension to 7 neurons allows observing how the
neurons behave, when they approach the middle neuron.
Fig. 10a-10b describe direction from S/ to the middle neuron;
Fig. 10d-10e describe direction from FI/ to the middle neuron;
Fig. 10c — the middle neuron.

TABLE
EXPERIMENT PARAMETERS
Image size: 10x10
Count of observations: |100
SOM parameters Range Step Static parameters
Learning coefficient 1y 0.001-0.01 | 0.001
- B So(d=4, h=0.1)
Learning coefficient 1 0.01-0.2 0.01
- - =1000
Learning coefficient 1 0.2-3 0.1
7,=1000
. . T|o=0‘1
Adaptation time ¢ 100-2000 100 ,=1000
50(4,0.1)
. . h=0.1,1o=0.1
Effective width &, d e[l;7] 1
=1000
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Fig. 6. The pit-effect of the learning coefficient and the noise level. (a) — the
first RI neuron from S/, (b) — the second, (c) — the third, where X axis is the
learning coefficient, ¥ — the noise level, where the top line is the red colour FI,
the bottom — the green-blue colour F/
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Fig. 7. The decrease in the learning coefficient and stable noise. (a) — the first
RI neuron from SI, (b) — the second, (c) — the third, where X axis is the
learning coefficient, ¥ — the noise level, where the top line is the red colour F7,
the bottom — the green-blue colour FI

35000
30000 +
25000 -
20000 +
15000 +

0
el %_2

10000
1.3 18 23 28

5000 ~

(2)

14000
12000 +
10000 4
8000 +
6000 +
4000 -
2000 +

(b)

20000
18000 H
16000 4
14000 H
12000 H
10000 +
8000 ~
6000 ~
4000 4
2000 =

(©

Fig. 8. The learning coefficient, the unstable range (a) — the first R/ neuron
from SI, (b) — the second, (c) — the third, where X axis is the learning
coefficient, ¥ — the noise level, where the top line is the red colour FI, the
bottom — the green-blue colour F7
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Fig. 9. The adaptation time. (a) — the first R/ neuron from S/, (b) — the second,
(c) — the third, where X axis is the adaptation time, ¥ — the noise level, where
the top line is the red colour F7, the bottom — the green-blue colour F7
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Fig. 10. The effective width. (a) — the first R/ neuron from SI, (b) — the
second, (¢) — the third, (d) — the fourth, (e) — the fifth, where X axis is the
effective width, Y — the noise level, where the top line is the red colour F7, the
bottom — the green-blue colour F7

VII. CONCLUSIONS AND RECOMMENDATIONS

Despite initial different distances (MSE) between SI and FI
of 2 groups (filtered by the red and green-blue colour), the
result graphs change identically (see Fig. 6-10). There are the
differences in the noise level: the less the initial distance is,
the less the resulting noise level is.

The noise level goes through 3 phases while the learning
coefficient 1y changes:

+ the noise level makes a small pit, when the learning

coefficient is too small (1 [J (0;0.07] in the experiment);

* when the noise level gets through the rise, it begins to

decrease gradually (1o [J [0.1;1] in the experiment);

* when the learning coefficient is too large, the noise level

is not stable (see Fig. 8).

There are 2 phases of the noise level in Fig. 9: the
organization process of neurons and the stabilization process
of wvalues, mentioned previously in the article. The
stabilization process of values begins, when the adaptation
time exceeds 1000.
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When the initial effective width 6(d;0.1) distance d does « the initial effective width must be of such a value so that
not achieve the middle neuron (the middle neuron is achieved the topological neighbourhood influences all neurons,
in the experiment, when d = 3), the islands of images are when there is the winning neuron in the centre of the

produced (see Fig. 11). SOM lattice.
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Sergejs Kodors, Péteris Grabusts. Ar paSorganizéjosas kartes palidzibu generéto RGB attelu trok$na limena analize

Lai noteiktu maksligo neironu tiklu iespgjas atpazit att€lus, tiek izmantota metode ar nosaukumu ,krusteniska validacija”. Atbilstosi Sai metodei neironu tikla
sp€ja atpazit att€lus tiek izteikta ka atpazito att€lu procents no parbaudes kopas. Tadgjadi, lai turpmak varétu noteikt neironu tikla sp&ju atpazit att€lus ar troksni,
vispirms ir jasagatavo parbaudes kopa ar trokipainiem attgliem. ST probléma klast aktuala, kad pétnieka 1iciba ir tikai attéli bez trokina. Tad ir nepieciesams
automatisks riks, lai generétu attélus ar troksni. RGB att€lus ar troksni var generét, izmantojot Kohonena paSorganizgjosas kartes (SOM). P&tijuma mérkis bija
izpétit RGB attéla trokSpa Iimeni atkariba no SOM parametriem: apmacibas koeficienta, apmacibas laika un slipuma koeficienta. Raksta ir aprakstita visa
nepiecieSama teorija, ka generét RGB att€lus ar troksni, izmantojot SOM: SOM sastavosie elementi, SOM apmacibas process, SOM ipasiba, kas tiek izmantota
RGB attéla ar troksni generg$anai, asociacijas starp RGB attélu un neironu svariem izveidoSana, trokSpa limena aprékinasanas formula un SOM sesstiirveida
struktliras apraksts, kuru izmantojot, var gener&t ar troksni novirzitus att€lus katra krasas komponenté. Pamatojoties uz $o informaciju, tika organizéts
eksperiments. Eksperimenta tika izmantots viendimensijas SOM ar 5 neironiem, lai aprakstitu trok$pa ITmena atkaribu no SOM parametriem. Tads neironu skaits
tika izveléts, lai apkopotu rezultatus uz logiskam neironu grupam. Lai iegiitu papildinformaciju par slipuma koeficienta ietekmi uz trok$pa limeni, eksperimenta
modelis tika paplasinats 1idz 7 neironiem. Pamatojoties uz eksperimenta rezultatiem, tika izstradatas rekomendacijas (noteikti SOM parametru diapazoni) troksna
Iimena regul&Sanai.

Cepreii Konopc, Ilerepuc I'padycrc. Anaan3s yposus nryma RGB nzo0pazkennii, co31aHHbBIX OCPEICTBOM CAMOOPTaHU3YIOIINXCSI KAPT

YrtoOb! BBIPA3HUTh, HACKOIBKO 3()(HEKTHBHO HEHPOCETh PACIO3HAET H300PaXKEHH s, HCIIOIb3YETCsl METO] IIEPEeKPECTHOI mpoBepku. Omupasch Ha JaHHBIA METO,
9 HEeKTUBHOCTH HEHPOCETH OIpEeNsIeTCs KaK MPOLEHT KOPPEKTHO OMO3HAHHBIX H300pakeHuil. ClIenoBaTebHO, YTOOB! BEIPA3UTh CIIOCOOHOCTH PACIIO3HABAThH
3allyMJICHHBIE M300pa)keHHs, HEOOXOJUMO IOJIrOTOBHTH KOJUICKIUIO HM300paKEHUH ¢ 3aJaHHBIM JUAla3oHOM mryMa. /laHHOe yclioBHe TpeOyeT Halndus
aBTOMATHYECKOH CHCTEMBI ISl TeHEepaluH H300paKeHUH € IIyMOM, KOTJa B PacHOpsDKEHHH MCCIIEIOBaTelsi €CTh TOJbKO H300paxkeHus 6e3 myma. RGB
HM300paKEHUS C UIIyMOM MOKHO Cr€HEpHpOBATh MOCPEJICTBOM camoopranusyromuxcs kapt Koxonena (SOM). Llenbto nanHo# paboThl ABISETCS MCCIEOBAaHUE
3aBHCHMOCTH YPOBHS IIyMa OT IIapaMeTPOB caMOOpraHusyromuxcs kapT KoxoHeHa: konmdecTBa UTepaluii 00ydeHHs, CKOPOCTH 0OydeHHs U 3((PeKTHBHOU
mmpuHbL. B naHHOHN paboTe mpegocTaBiieHa Besl He0OXoquMast HHpopMarus it rerepaiin RGB u300paskeHnit ¢ mryMom mocpeacTBoM Ucnosib3oBanus SOM:
onucanre SOM snemeHToB, npouecc o0yuenust SOM, co3nanue accounanuu Mmexay RGB n3o0paxkeHnem 1 BecaMu CHHAIICOB HEMPOHA, pacyeT ypOBHS LIyMa U
mrectuyronbHast SOM nist renepanuu RGB u3o0paskeHui ¢ OTKIOHEHHEM IIBETa B CTOPOHY Ka)XKIOTO IIBETOBOIO KOMIIOHEHTA. JIJIs HCClIe[OBaHHS 3aBUCHMOCTH
ypoBHs myma ot napamerpoB SOM 6blIa HCIOIB30BaHA OJJHOMEPHAs CAMOOPraHM3YIOIIascs KapTa U3 5 HelipoHoB. Mozenp u3 5 HelipoHOB ObLIa BEIOpaHa C
LENbI0 OOBEANHUTD PE3YNIbTAThl B JIOTHYECKHE TPYMIBI HEHPOHOB. UTOOBI M3BJIEYH JOMOJHUTEIbHYI0 HHOOPMALMIO O BIMSHUM 3(P(EKTUBHON IIMPHHBI Ha
YpOBEHb IIyMa, SKCIIepHMEHTallbHas MOJelb OblIa pacimmpeHa 10 7 HelpoHoB. Ha OCHOBaHUM IOIyYCHHEIX PE3yIbTaTOB ObLIM COCTABICHBI PEKOMEHIAIIUH:
KaKye JUara30Hbl 3HAYCHUH ITapaMeTpoB CaMOOPTaHU3YIOIIUICS KapThl HCIIOIB30BaTh ISl KOHTPOJIS ypoBHS myma RGB m3o6paskeHuit.
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