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Abstract – Deep neural networks are widely used in computer 
vision for image classification, segmentation and generation. They 
are also often criticised as “black boxes” because their decision-
making process is often not interpretable by humans. However, 
learning explainable representations that explicitly disentangle the 
underlying mechanisms that structure observational data is still a 
challenge. To further explore the latent space and achieve generic 
processing, we propose a pipeline for discovering the explainable 
directions in the latent space of generative models. Since the latent 
space contains semantically meaningful directions and can be 
explained, we propose a pipeline to fully resolve the representation 
of the latent space. It consists of a Dirichlet encoder, conditional 
deterministic diffusion, a group-swap and a latent traversal 
module. We believe that this study provides an insight into the 
advancement of research explaining the disentanglement of neural 
networks in the community. 

 
Keywords – Diffusion modelling, disentangled representation 

learning, explainability, latent space. 

I. INTRODUCTION 
Existing end-to-end black-box deep learning models [1] are 

truncated and unable to extract the hidden attributes contained 
in representations with a generalisation capacity like that of 
humans. To fill this gap, the paradigm of representation 
learning is proposed [2]. Learning representations, in which 
various semantic aspects of the data are structurally 
disentangled, occupy a central place in training robust machine 
learning models [3]–[5]. A good latent representation should 
ideally reflect and disentangle the underlying mechanisms of 
data generation, ensure interpretability of the learned 
representations, and be usable for efficient classification and 
prediction tasks [6]. However, one problem with learning latent 
representations is their explainability. The projection into a 
latent space makes it difficult to investigate why the decision 
was made [7]. 

This means that we are dealing with the decomposability of 
latent space (the representation is decomposable) and it is, 
therefore, intelligible to man. More specifically, Rudin et al. [8] 
discuss major challenges related to supervised and 
unsupervised disentanglement of neural networks to design an 
interpretable model and explain a black box. 
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Learning independent and semantic representations whose 
individual dimensions have interpretable meaning is usually 
referred to as disentangled representations learning (DRL) [2], 
[9], [10]. On the other hand, disentangled representation 
learning [11] aims to learn the representation of the underlying 
explainable factors behind the observed data and it is 
considered one of the possible ways for AI to fundamentally 
understand the world. 

Based on the motivation and requirements of DRL, there are 
numerous works on DRL and its applications to various 
computer vision tasks. DRL methods are usually based on 
generative models, such as VAE [12]–[15], GAN [16], [17], 
which initially have great potential for learning explainable 
representations for visual images. If VAE-based methods have 
an inherent trade-off between the ability to disentangle and the 
quality of generation [13], GAN-based methods suffer from the 
problem of reconstructing the difficulty of GAN inversion [18]. 
In addition, there are other DRL methods based on group theory 
[11] and causal inference [4]. However, little attention has been 
paid to representation learning [19] based on diffusion 
probabilistic models (DPM). There are only a few methods 
recently proposed for representation learning to reconstruct 
images in the context of DPM, such as Diff-AE [20] and PADE 
[19]. 

In this paper, we propose a novel pipeline for explainable 
DRL that combines for the first time the Dirichlet semantic 
autoencoder, conditional deterministic diffusion, the group-
swap and a latent traversal. 

Our main contribution can be summarised as follows: 
• We explore the disentanglement capability of the latent 

space extracted from semantic autoencoder, diffusion 
modelling, group-based concept swapping and latent 
traversal, which can improve the explainability of the 
model. 

• We propose a novel explainable pipeline for 
representation learning that is able to disentangle and 
explain the latent space (latent code) and has the potential 
for better image reconstruction in the context of multiple 
attribute disentanglement. 

https://doi.org/10.7250/itms-2023-0006
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The rest of this paper is organised as follows: Section 2 gives 
theoretical background on disentanglement representation 
learning, diffusion probabilistic modelling, group-swap 
disentanglement, Dirichlet distribution and latent traversal. 
Section 3 proposes a novel pipeline to explain latent space by 
disentangled representation learning. Section 4 makes 
concluding remarks.  

II. BACKGROUND 

A. Disentangled Representation Learning 
Disentangled representation learning aims to learn a model 

that is able to identify and disentangle the underlying factors 
(concepts) hidden in the observable data in the form of 
representations. The core concept of the DRL architecture is to 
encourage the latent factors to learn disentangled 
representations while optimising the task objective, e.g., 
generating a discrimination objective [21]. 

DRL methods derive latent factors from visible features, with 
the generative assumption that each latent factor is responsible 
for generating a semantic attribute, e.g., lesion [22]. Let us 
suppose that an image can be generated by a set of semantically 
significant features such as colour, objects, shapes, etc. If these 
variation factors are captured separately in latent space and in 
an interpretable way, the image generation process becomes 
understandable and controllable by humans [8]. 

Algorithms [12]–[14], [23] which focus on learning 
disentangled representations map visual samples to a latent 
space where information belonging to different attributes is 
separated. The idea behind these algorithms is disentanglement 
by interpolation between attribute values, e.g., pose 
interpolation. However, these methods usually process one 
sample at a time rather than linking or contrasting a group of 
samples [22]. However, similar to human reasoning, we try to 
process samples in relation to the object of interest. 

Wang et al. [21] propose a DRL taxonomy, which the authors 
divide into four main categories: (i) dimensional-wise vs. 
vectorial-wise, (ii) unsupervised vs. supervised, (iii) flat vs. 
hierarchical, and (iv) independent vs. causal. The first category 
can also be divided into vanilla VAE-based, group theory-based 
and GAN-based methods. 

B. Dimension-wise DRL vs. vector-wise DRL 
This group of DRLs depends on the structure of the latent 

space. Dimension-wise methods are characterised by having a 
single dimension or several dimensions, where each dimension 
represents a fine-grained generative factor. In vector-based 
methods, a vector represents a coarse-grained generative factor, 
but different vectors represent different types of semantic 
meaning [24], [25]. A typical architectural example of 
dimension-wise DRL is Variational Auto-encoder (VAE) based 
methods [12], [13], [24], [26], where different dimensions of 
the latent vector represent different factors. These methods 
adapt the idea of modelling data distributions from the 
maximum likelihood perspective by using variational 
inference, i.e., maximising logpθ(x). However, the vanilla VAE 
shows a weak disentanglement capability for relatively 
complex datasets [21]. To address this problem and improve the 

disentanglement capability, various inductive biases (explicit or 
implicit) have been integrated into the network architecture [9]. 
A common core point of the methods in this category is the 
implementation of disentanglement by designing specific loss 
objectives, e.g., by using different regularisers or specially 
designed supervised signals [21]. 

C. Unsupervised DRL vs. supervised DRL 
This group of DRLs depends on the learning scheme. 

Unsupervised disentanglement is when we do not know the 
concepts or the case, or when the concepts are numerous and 
we do not know how to parameterise them [8]. Interpretability 
can be achieved by automatic factorisation of latent 
representations. For example, even the original VAE model 
[12] shows the possibility of unsupervised learning of the latent 
space by using Bayesian inference [21]. Supervised 
disentanglement is characterised by which concepts in the latent 
space are to be disentangled [8]. Recent work in this area aims 
to disentangle the latent space with respect to a collection of 
predefined concepts [27], [28]. 

D. Flat DRL vs. hierarchical DRL 
Flat DRL can be characterised by the assumption that the 

architecture of generative factors is flat, i.e. the disentangled 
factors are parallel, at the same level of abstraction and there is 
no hierarchical structure between them [21]. Dimension-wise 
and vector-wise methods belong to the flat DRLs [13], [29]. 
When there are factors with different semantic abstraction 
levels among the latent representations, which are either 
independent [30] or dependent, we call them hierarchical [31]. 

E. Independent DRL vs. causal DRL 
DRL models in which the latent factors are statistically 

independent are called independent DRL. Disentanglement can 
be completed by independent or factorial regularisation [13], 
[15] or various disentanglement losses [32], [33]. Causal DRL 
is characterised by the integration of causal mechanisms via the 
disentanglement of causal factors [34], [35].  

Most disentanglement approaches aimed to separate content 
and increase the performance of networks, with the problem of 
explaianbility of latent space helping to overcome the black box 
nature of networks. 

F. Diffusion Probabilistic Models 
Machine learning methods can be divided into two types: 

discriminative and generative [36]. Generative models are a 
class of machine learning methods that learn a representation of 
the data on which they are trained and model the data itself [37]. 
They are usually based on deep neural networks. In practice, 
there are three mainstream generative models, namely, 
Generative Adversarial Networks (GAN), Variational 
Autoencoders (VAEs) and Normalizing flows (NF). GAN [38] 
is an end-to-end pipeline consisting of two networks: a 
generative one and a discriminator that trains the generator in 
an adversarial manner to produce samples that the discriminator 
can distinguish from the real data samples. VAE [12], [39] 
consists of an encoder and a decoder that can be operated 
independently. The encoder follows a projection of a data 
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sample onto a low-dimensional latent space and generates 
samples (reconstruction) from it via a decoding path [40]. 
Normalizing flows [39], [41] use an invertible flow function to 
transform the input into the latent space and generate samples 
with the inverse flow function parameterising the data 
distribution pθ(x). More recently, there is a fourth generative 
model class, i.e., diffusion-based models (DPMs) and score-
based generative models that model the target distribution by 
learning a denoising process with varying levels of noise [42]. 

G. Denoising Diffusion Probabilistic Models (DDPMs) 
DDPMs aim to learn how to reverse the diffusion process and 

reconstruct the desired data patterns to generate new data. 
During training, a diffusion model transforms the original data 
samples x_0 by adding and removing noise ϵ. Recently, there 
have been several attempts to integrate the DRL paradigm into 
diffusion models [43]–[47]. Typical probabilistic diffusion 
model consists of four main components: the forward process, 
the reverse process, the training (optimisation) and the 
inference phase [48]. 

In standard DDPMs [42], in forward process q the original 
data are corrupted with Gaussian noise using a Markov chain of 
diffusion process that gradually perturbs the data x into random 
noise ϵ. The posterior converts the original data distribution 
pθ(x) to the latent variable distribution q(xT) by gradually adding 
noise to the data according to a variance schedule (noise 
schedule) β1, … , β𝑇𝑇(β𝑡𝑡 ∈ (0,1), 1 ≤ 𝑡𝑡 ≤ 𝑇𝑇). 

𝑞𝑞(𝒙𝒙1:𝑇𝑇|𝒙𝒙0) =  ∏ 𝑞𝑞(𝒙𝒙𝑡𝑡|𝒙𝒙𝑡𝑡−1)𝑇𝑇
𝑡𝑡=1   (1) 

and 

𝑞𝑞(𝒙𝒙𝑡𝑡|𝒙𝒙𝑡𝑡−1)
= 𝒩𝒩�𝒙𝒙𝑡𝑡;�1 − β𝑡𝑡𝒙𝒙𝑡𝑡−1, β𝑡𝑡𝑰𝑰�,∀𝑡𝑡 {1, …𝑇𝑇}, (2) 

where 𝑰𝑰 is an identity matrix,  𝑡𝑡  is a timescale. Setting α𝑡𝑡 ≔
1 − β𝑡𝑡  and α�𝑡𝑡 = ∏ α𝑡𝑡𝑡𝑡

𝑠𝑠=1 , the diffusion process allows 
sampling xt at an arbitrary timestep t in closed form: 

𝑞𝑞(𝒙𝒙𝑡𝑡|𝒙𝒙0) = 𝒩𝒩(𝒙𝒙𝑡𝑡;�α�𝑡𝑡𝒙𝒙0, (1 − α�𝑡𝑡)𝑰𝑰), (3) 

which can be further reparametrized:   

𝒙𝒙𝑡𝑡(𝒙𝒙0, ϵ) = �α�𝑡𝑡𝒙𝒙0 + �1 − α�𝑡𝑡ϵ. (4) 

In the reverse process pθ, the latent variable distribution 
pθ(xT) is transformed back to the data distribution pθ(x0) 
parametrized by θ.  

𝑝𝑝θ(𝒙𝒙0, … , 𝑥𝑥𝑇𝑇−1|𝑥𝑥𝑇𝑇) ∶= ∏ 𝑝𝑝θ(𝒙𝒙𝑡𝑡−1|𝒙𝒙𝑡𝑡)𝑇𝑇
𝑡𝑡=1 , (5) 

and 

𝑝𝑝θ(𝒙𝒙𝑡𝑡−1|𝒙𝒙𝑡𝑡 , 𝑥𝑥0) = 𝒩𝒩(𝒙𝒙𝑡𝑡−1; μθ(𝒙𝒙𝑡𝑡 , 𝑡𝑡)σθ(𝑥𝑥𝑡𝑡 , 𝑡𝑡)2𝑰𝑰), (6) 

where µθ(xt,t) is learned mean and σθ(xt,t) is variance. To 
generate a new image with the learned transition distribution pθ 
from the reverse process, we first sample xT from the standard 

Gaussian distribution and then sample xt−1 from 𝑝𝑝θ(𝑥𝑥𝑡𝑡−1|𝑥𝑥𝑡𝑡) for 
t = T, T−1,…, 1. 

H. Denoising Diffusion Implicit Model (DDIM) 
Some of the main problems and limitations of diffusion 

models are their slow speed and the computational cost 
required. Several methods have been developed to address these 
drawbacks. DDIM [46] is one of the advancements that aims to 
speed up the sampling process. DDIM extends the DDPM by 
replacing the Markovian process with a non-Markovian 
process, resulting in a faster sampling process with negligible 
quality degradation. Song et al. [46] derive 𝑝𝑝θ(𝒙𝒙𝑡𝑡−1|𝒙𝒙𝑡𝑡 ,𝒙𝒙0), (6) 
using undetermined coefficient method, replacing x0 with the 
following:  

𝑥𝑥0 =
1
α𝑡𝑡

(𝑥𝑥𝑡𝑡 − β�𝑡𝑡ϵθ(𝑥𝑥𝑡𝑡 , 𝑡𝑡) (7) 

and reuse DDPM parameter because 𝑝𝑝(𝑥𝑥𝑡𝑡|𝑥𝑥0)  remains 
unchanged. Thus, we obtain: 

𝑝𝑝θ(𝒙𝒙𝑡𝑡−1|𝒙𝒙𝑡𝑡 , 𝑥𝑥0)

≈ 𝒩𝒩 �
1
α𝑡𝑡
�𝑥𝑥𝑡𝑡 �β�𝑡𝑡

− α𝑡𝑡�β�𝑡𝑡−12 − σ𝑡𝑡2)ϵθ(𝑥𝑥𝑡𝑡 , 𝑡𝑡)��σ𝑡𝑡2𝐼𝐼�. 

(8) 

When σt = 0, better quality was empirically observed with 
other σ settings, and the generation process p became 
deterministic, which was a stable mapping from the noise to 
reconstructed image.  

I. Group-Based Disentanglement 
Bengio et al. [2] introduced statistically independent 

disentangled representation learning as follows. 
Definition 1. Disentangled representation should separate 

the distinct, independent and informative generative factors of 
variation in the data. Single latent variables are sensitive to 
changes in single underlying generative factors, while being 
relatively invariant to changes in other factors. 

Based on this definition, the first studies on DRL methods 
were applied to independent component analysis (ICA) [49] 
and principal component analysis (PCA) [50]. Later, 
Higgins et al. [11] proposed a mathematically more rigorous 
DRL definition, formalised by analogy with physics and based 
on group representations of symmetry transformations. 

Definition 2. Assume we have the symmetry group G which 
can be decomposed as a direct product G = G1×G2×…×Gn, 
world state space W (i.e., ground true factors which generate 
observations or an observation space), and the representation 
(latent) space Z.  Representation Z is disentangled with respect 
to G if:  

(i) group action G on Z exists: G×Z → Z. Maps symmetry 
group on G to a linear representation (in algebraic sense) on 
Z. 

(ii) the mapping 𝑓𝑓 between the actions on W and Z exists 
f : W→ Z. This means finding a homonorphism ρ : G→ GL(Z) 
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between the symmetry group G and the general linear group of 
the latent space GL(Z) so that the map is equivariant. 

(iii) if there is a subgroup decomposition of G such as that 
G = G1×G2×…×Gn .  We would like to decompose the 
representation (ρ,Z) in subrepresentations 𝑍𝑍1 ⨁𝑍𝑍2 …⨁𝑍𝑍𝑛𝑛 
such that the restricted subrepresentations (ρ|𝐺𝐺𝑖𝑖 ,𝑉𝑉𝑖𝑖)𝑖𝑖 are non-
trivial and the restricted subrepresentations (ρ|𝐺𝐺𝑖𝑖 ,𝑉𝑉𝑗𝑗)𝑗𝑗≠𝑖𝑖  are 
trivial.  

However, these representations cannot be learned without 
some form of interaction with the environment [51]. Another 
definition was proposed by Suter et al. [4] to define DRL as a 
property of a causal process instead of independence. They 
considered disentanglement as a property of a causal process 
[52] responsible for data generation, rather than just a heuristic 
property of encoding. Of the above DRL definitions, only 
Higgins et al. [11] provide a group-based definition; however, 
the authors do not propose a specific learning method based on 
their definition. Moreover, as pointed out by Quessard et al. [6], 
it is not easy to reconcile probabilistic inference methods with 
the group-based definition framework. However, it has been 
argued that for effective representation learning, one should not 
only consider static data, but also how these data can be 
transformed [11] or interacted with [53]. 

J. Dirichlet Distribution  
The Dirichlet distribution is a continuous multivariate 

probability distribution defined over a set of discrete 
distributions [54]. Dirichlet distributions are often used as prior 
distributions in Bayesian learning [55]. The Dirichlet 
distribution is a composition of multiple Gamma random 
variables [56]. It is parameterised by a K-dimensional vector, 
typically referred to as the class concentration {α1, … ,α𝐾𝐾 > 0} 
and a derived precision value α0 = ∑ α𝑐𝑐𝐾𝐾

𝑐𝑐=1 , where K 
corresponds to the set of discrete distributions. Thus, the 
probability density function (PDF) of a Dirichlet distribution is 
given by: 

𝐷𝐷𝐷𝐷𝐷𝐷(𝐱𝐱;𝛂𝛂) =
Γ(∑ α𝑘𝑘𝑘𝑘 )
∏ Γ(α𝑘𝑘)𝑘𝑘

�𝑥𝑥𝑘𝑘
α𝑘𝑘−1,

𝑘𝑘
 (9) 

where Γ is the gamma function, αk is a class concentration. The 
PDF of a Gamma distribution is given by: 

Gamma(𝑥𝑥;α, β) = βα

Γ(α)
𝑥𝑥α−1𝑒𝑒−β𝑥𝑥 , (10) 

where β is a rate parameter and α𝑘𝑘,α, β > 0. If there are K 
independent variables following the Gamma distribution 
𝑋𝑋𝑘𝑘~𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(α𝑘𝑘, β) or 𝐗𝐗~MultiGamma(α, β ∙ 𝟏𝟏𝐾𝐾), where 𝟏𝟏𝐾𝐾 
is all-one dimensional vector, then we have 𝐘𝐘~Dirilecht(𝛂𝛂) 
where: 

𝑌𝑌𝑘𝑘 = 𝑋𝑋𝑘𝑘
∑𝑋𝑋𝑖𝑖

. (11) 

It should be noted that the rate parameter, β, should be the 
same for every Gamma distribution in the composition. In our 
proposed pipeline, the set of discrete distributions represent the 
latent space. 

K. Latent Traversal 
The latent space of images is rich in semantics and traversing 

latent codes according to carefully selected trajectories and it 
provides the opportunity to make semantically meaningful 
transformations in the generated images [57]. The idea is the 
following: one value (dimension) of the row vector of the latent 
space 𝑧𝑧 is adjusted, while the other values remain unchanged. 
Therefore, if you change one value incrementally, but keep the 
others fixed, you can generate a bunch of latent variations. One 
research direction uses interpretable directions without any 
prior knowledge (unsupervised) [58]. For example, [59] 
proposed learning a set of semantic concepts via an auxiliary 
classifier. Other studies [60], [61] use explicit human 
annotations to define semantic labels for interpretable 
directions. 

III. EXPLAINABILITY OF DISENTANGLEMENT OF THE LATENT 
SPACE 

We assume that diffusion-based properties in combination 
with Dirichlet distribution, group-based disentanglement and 
latent traversal lead to a disentangled latent space, which 
enables the explainability of the latent space. The proposed 
pipeline consists of a Dirichlet probability-based semantic 
encoder, a diffusion-based conditional DDIM that includes a 
stochastic encoder and decoder, a group swap and a latent 
traversal module (see Fig. 1). 

A. Semantic Encoder 
The goal of semantic encoder 𝑞𝑞𝜙𝜙(z|𝑥𝑥) is to map an input 

image into a subcode (semantic descriptive vector) 𝒛𝒛sem~ =
𝐷𝐷𝐷𝐷𝐷𝐷(α)  with the necessary information to help the decoder 
𝑝𝑝θ(𝐱𝐱𝑡𝑡−1|𝐱𝐱𝑡𝑡 , 𝒛𝒛sem) decode and predict the output image. The 
architecture for the semantic encoder would be similar to of 
Dirichlet variational auto encoder (DirVA) [62]. We assume 
that latent space 𝒛𝒛sem could be information-rich by using the 
DirVA and enable a more efficient denoising process. The 
proposed encoder should reconstruct the image linkage relation 
semantic concepts and visual features. Reconstruction loss is 
calculated for each image 𝐿𝐿𝑟𝑟 = ∑ |𝑥𝑥𝑖𝑖𝑛𝑛

𝑖𝑖=1 − 𝑓𝑓(𝑥𝑥𝑖𝑖)|,  where 𝑓𝑓 
denotes the encoder-decoder functions. In the next step, the 
encoder provides a regularization, which regulates the training 
of the model by minimising the divergence between the 
approximated posterior distribution of the latent factors and 
prior distribution. The KL divergence is used, and the loss 
accordingly is calculated as 𝐿𝐿𝐾𝐾𝐾𝐾 = 𝐷𝐷𝐾𝐾𝐾𝐾(𝑞𝑞ϕ(𝑧𝑧|𝑥𝑥)||𝑝𝑝θ(𝑧𝑧|𝑥𝑥) . 
Using latent representations as inputs each given concept is 
independently optimised with binary cross entropy loss (SGD). 
Once each concept is fully optimised, the ensemble of concepts 
{c1, c2,…, cm} is trained together. 
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Fig. 1. The proposed latent space representative disentanglement explainability pipeline. 

B. Stochastic Encoder 
The aim of the DDIM stochastic encoder is to encode only 

the information left by 𝒛𝒛sem. There may be a possibility that not 
all information is compressed due to the stochasticity of 𝒛𝒛sem. 
The information left out by 𝒛𝒛sem is encoded into the stochastic 
subcode 𝐱𝐱𝑇𝑇  by running the deterministic generative process 
backwards. By using both semantic and stochastic encoders, 
our auto-encoder branch can capture an input image in great 
detail while providing a high-level representation for 
downstream tasks 𝒛𝒛sem. During training, the stochastic encoder 
is not used. Only for those tasks that require exact 
reconstruction or inversion, such as real image manipulation. 
To transform images into related noise codes, a stochastic 
encoder should be with the same posterior distribution 𝑞𝑞(𝑥𝑥𝑡𝑡|𝑥𝑥0) 
as DirVA.  

C. Decoder 
To obtain a meaningful latent code, the DDIM image decoder 

is chosen similarly to [46]. The conditional diffusion-based 
decoder receives as input 𝒛𝒛 = (𝒛𝒛𝐬𝐬em, 𝐱𝐱𝑇𝑇) to generate an image 
reconstruction, where 𝒛𝒛𝒔𝒔em comes from DirVA but 𝐱𝐱𝑇𝑇 is from 
the stochastic encoder. We assume that a latent variable 𝒛𝒛𝐬𝐬em 
consists of the high-level semantic subcode 𝒛𝒛𝐬𝐬em and the low-
level stochastic subcode x_T. To integrate 𝒛𝒛𝐬𝐬em into DDIM, a 
group normalisation (AdaGN) similar to [44], [62] is used by 
applying channel-wise scaling and shifting to the normalized 
feature map 𝒉𝒉 ∈ ℝ𝑐𝑐×ℎ×𝑤𝑤.  Using the KL divergence, the 
distance between the variational posterior distribution 𝑞𝑞ϕ(𝒛𝒛|𝑥𝑥) 
and prior distribution 𝑝𝑝θ(𝒛𝒛) is reflected.  

D. Latent space explainability 
To ensure semantic consistency of concepts, extract 

attributes of concepts by leveraging semantic links between 
input images, and make a qualitative assessment of 
explainability, an implicit group-swap exchange module 
between concepts is used. We implement this by extracting 
image attributes from the descriptive latent vector. We assume 
that a fully disentangled descriptive vector will map image 
attributes with non-overlapping and rich attribute-based 
explanations, thus improving explainability in attribute 
extraction and decision making. More specifically, we divide 
the latent space into several semantically specific parts. For 

each input 𝑥𝑥 , the encoder embeds the data into a low-
dimensional vector by encoder. We then link di units of the 
vector to a particular concept ci. Using the swapping operations, 
we enforce semantic consistency of N  concept and extract 
features of N concepts by leveraging the semantic links between 
the input images. Finally, using the trained network, we 
calculate the loss function between two latent discriptive 
vectors. Our goal is to swap concepts between images by 
exchanging the corresponding entries in the latent 
representations. To do this we create and use a group-based 
dataset Dz (group latent codes). 

Quality assessment of the explainability of the latent space is 
achieved by a series of latent traversals. Once the model is 
trained, we input the image from the test set as input. We first 
identify a single latent factor with the largest gradient 
activation, respectively, the row vector value responsible for a 
particular concept. The identified latent factor is adjusted or 
allowed to pass, while all other factors are preserved. If 
changing a single factor results in class-specific structural 
changes in the image reconstruction, we can assume that the 
latent space has been successfully disentangled into visual 
features for that class. We visualise the impact of changing a 
single attribute on the decoder image reconstructions. A pixel-
wise variance is created to summarise the changes across a 
traversal and identify the features controlled by a particular 
latent attribute.  

IV. CONCLUSION 
We have explored the disentangling ability of the diffusion 

autoencoder and its potential to extract and explain high-level 
semantics by disentangling representations in latent space. We 
have presented a novel pipeline consisting of a conditional 
diffusion modelling approach capable of disentangling and 
explaining multiple attributes. The Dirichlet variational 
autoencoder has been presented as a novel approach for better 
concept disentangling representation in latent space. Group-
swapping and latent traversal are the key to promote 
representation explainability, better understand the semantic 
information of the image and provide overlap-free concept 
representations. We believe that future research can explore the 
practical implications of our pipeline in image processing. 
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