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Abstract – The paper describes a method for predicting genes 
associated with the development of cancer. The method applies the 
convolutional neural network for the purpose of predicting disease 
driver genes. Distinctive features of the method are the use of gene 
expression data to determine the topological structure of the 
network, the efficiency of prediction with limited information 
about genes associated with the disease, and the possibility of 
jointly including information on mutations and similarity of gene 
expression profiles to improve the accuracy of prediction. 
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I. INTRODUCTION 
In the last decade, many computational methods were 

proposed to identify cancer driver genes based on biogenetic 
data. Generally, these methods can be divided into three groups: 
frequency-based methods, network methods and machine 
learning based methods. Frequency-based methods identify 
genes that are significantly hypermutated compared to the 
background mutation frequency distribution [1]–[2] as driver 
genes. For example, MutSigCV [1] calculates the statistical 
significance of mutation rates among all samples to identify 
driver genes. OncodriveCLUST [2] finds positions with 
mutation rates higher than the background mutation rates and 
predicts driver genes using clusters created from these seed 
positions. However, due to tumour heterogeneity, it is difficult 
to construct a reliable background mutation model. In addition, 
these methods cannot be used to detect disease driver genes 
with low mutation rates. This is explained by the fact that some 
driver genes mutate at high frequencies (> 20 %), while most 
cancer driver genes mutate at intermediate (2 %–20 %) or even 
lower frequencies. 

Cancer is a type of complex disease that typically involves 
multiple gene mutations and dysregulation of various cellular 
pathways. Therefore, a more effective approach to identifying 
driver mutations is an approach based on biological networks, 
including both known regulatory pathways, networks of 
protein-protein interactions, and networks built on various 
sources of genetic data. Typically, genes that are located close 
to each other in biological networks have similar functions and, 
therefore, the same functional disorders can be a consequence 
of mutational changes in different genes. Methods based on 
biological networks can be broadly divided into cluster methods 
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aimed at finding modules of associated genes that cluster 
together in a network and methods using network diffusion or 
network propagation [3] to detect altered sub-networks. Both 
types of methods are based on the fact that genes influencing 
the same phenotype interact within a network. For example, 
DawnRank method [4] predicts driver genes by distributing 
expression information throughout a biological network using 
the Page Rank algorithm. SCS [5] uses a network strategy to 
search for driver mutations that can modify the normal 
functioning of the regulatory network. Although network-based 
methods have been successfully used to discover cancer driver 
genes, they are still limited by unreliable and incomplete 
information about interactions in biological networks. 
Developing an integrated approach by incorporating multi-
omics data (somatic mutations, structural variations, gene 
expression and methylation) and using hybrid approaches will 
improve the prediction of disease-causing genes. 

As the number of experimentally tested driver genes 
increases, researchers are using machine learning techniques to 
predict new candidate genes. Machine learning (ML) methods 
can include additional information about known driver genes to 
improve prediction performance.  

The main component of the machine learning methods is 
training data that characterises the samples from different 
perspectives, and much of the model success depends on these 
data. A given prediction problem may have its concept 
represented in many different ways, which is especially true in 
the genomics domain. A large variety of information is used as 
model input features for cancer driver prediction. We can 
classify all the existing data sources of genomic features into 
five categories based on the properties evaluated as predictors: 
genomic variation, functional impact, functional genomics, 
network-based, and ontology-based. Genomic variation 
category includes mutations and copy number alteration 
(CNA). The wide use of mutations is based on the hypothesis 
that driver genes are mutated more frequently than expected as 
compared to a background mutation rate (BMR) estimated from 
cancer samples for a given cancer type. Functional impact 
category includes functional impact (FI) of SNVs on protein 
function and properties of protein sequence and structure. 
Functional genomics category includes large-scale gene 
expression profiles or statistics derived from differential gene 
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expression analyses, epigenomic changes, and protein 
expression data. The reasons for including these data are based 
on the fact that mutation frequency across the genome is 
strongly correlated with transcriptional activity and DNA 
replication timing, and that driver gene mutations are tightly 
tied to DNA methylation landscape in multiple types of cancer. 
Thus, integrating these types of predictors in the ML models 
may be helpful in differentiating cancer genes from the rest of 
human genes. The network-based category relates to features 
extracted from molecular networks, and ontology-based 
category takes into account the annotations, characterising 
biological processes such as those provided by Gene Ontology 
(GO) or the more specific categorisation of gene role in 
organism functioning and phenotype. 

According to literature review [6], genomic variation is the 
most common feature category, followed by functional impact 
and functional genomics. When using only one source of data 
many cancer driver genes will not be discovered because of 
their high heterogeneity in population. Therefore, the efficient 
use of additional data can improve the prediction of cancer-
driving genes. Based on features integrating protein-protein 
interactions (PPIs) at the genomic and mutational level, it is 
possible to identify whether a driver or a passenger is a somatic 
mutation. 

Methods for predicting candidate genes based on machine 
learning usually use a classification model (Random Forest 
(RF), Support Vector Machine (SVM), etc.) with features 
characterising the functional impact of mutations. For example, 
20/20+ [7] is a random forest machine learning algorithm for 
extracting driver genes from somatic mutations. 20/20+ uses 
features capturing mutational clustering, evolutionary 
conservation, predicted functional impact of variants, mutation 
consequence types, gene interaction network connectivity, and 
other relevant covariates. In [8] SVM and RF machine learning 
algorithms were selected to induce predictive models to classify 
supposedly driver genes as real drivers or false-positive drivers 
based on both mutation data and gene network interactions. 
Using different data sources to train a classifier can improve 
prediction accuracy, but simply combining features and 
increasing the feature space may not be the best approach for 
integrating different types of data. It is of interest to embed the 
genomic information into the structure of classification model. 

In recent years, deep learning models on graphs (for example, 
graph neural networks) have been actively used in the field of 
machine learning to achieve high performance in the field of 
image processing and computer vision. Deep convolutional 
models have a neural network architecture that takes advantage 
of the graph structure and aggregates information about the 
neighbourhood of network nodes in a convolutional manner [9]. 
The use of such networks to predict cancer driver genes allows 
for the integration of multiple data sources, taking into account 
topological information about the functional similarity of genes 
available using a network approach. The disease driver gene 
prediction method proposed in this paper uses a convolutional 
neural network to simultaneously analyse mutation information 
and similarity networks, which improves the prediction. A 
convolutional neural network is trained on a feature matrix 

based on mutations in genes, built taking into account the 
similarity of gene expression profiles. The method allows 
combining two types of biogenetic information due to the two-
dimensional organisation of the feature space. It takes into 
account both topological and functional similarity of the 
analysed set of genes to identify genes associated with the 
development of cancer. 

II. METHOD FOR PREDICTING DRIVER GENES BASED ON A 
DEEP CONVOLUTIONAL NETWORK 

A. Deep Convolutional Network Model 
Convolutional neural networks (CNN) are multi-layer neural 

networks. The idea behind convolutional neural networks is to 
use a “moving filter” or kernel that runs through the image. This 
moving filter, or convolution, is applied to a specific 
neighbourhood of nodes. CNN consists of different types of 
layers: convolutional layers, subsampling layers and layers of a 
“regular” neural network − a perceptron, in accordance with 
Fig. 1. The first two types of layers (convolutional, 
subsampling) alternate with each other, form the input feature 
vector for a multilayer perceptron. 

 
Fig. 1. General architecture of deep convolutional network. 

CNN is successful in many areas such as image classification 
and speech recognition. The CNN model significantly reduces 
the number of tuning parameters compared to a multilayer 
perceptron, which can effectively cope with the high 
dimensionality of raw images. The key component of CNN is 
the convolutional layer, which helps the model analyse local 
and global structures of the input data. 

In the task of predicting disease driver genes, traditional 
input data contain features characterising various properties of 
genes that cannot be directly applied to a CNN. If we provide 
traditional input data to construct similarity networks in a CNN 
architecture, we can apply this model for classification and for 
predicting genes associated with cancer. Figure 2 shows the 
structure of the one-dimensional CNN that is used in our study. 
The CNN model consists of five types of layers: input layer, 
convolution (CONV) layers, pooling layers, Fully-Connected 
(FC) layers, and output layer. The elements of the input layer 
are a feature matrix ϕ𝑖𝑖 ∈ 𝑅𝑅2𝑘𝑘×𝑛𝑛𝑓𝑓, consisting of the gene vector 
gi and its k neighbours, where nf is the dimension of the feature 
vector gi. The outputs of the convolutional layer CONV 
correspond to the input signals ϕi when applying the filter ωi 
and are calculated as follows: 

 𝐴𝐴(𝑖𝑖, 𝑗𝑗) = 𝑓𝑓�ω𝑗𝑗ϕ𝑖𝑖 + 𝑏𝑏𝑗𝑗�, (1) 
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where bj represents the bias corresponding to the filter ωj, f is 
the activation function, ωjϕi is the dot product, which is 
calculated locally. Each convolutional layer is followed by a 
subsampling layer, and the CONV-POOL pair is repeated 
several times. The final structure of the CNN model for 
predicting cancer driver genes is determined using grid search. 

 
Fig. 2. General scheme of 1D CNN used in the study. 

B. Construction of a Feature Space for a Convolutional Network 
According to the proposed CNN convolution is performed by 

combining features based on gene mutation data and gene 
similarity network. Various approaches can be used to calculate 
gene similarity. In our study, the Pearson correlation coefficient 
is used to calculate a similarity measure 

 𝑝𝑝𝑝𝑝𝑝𝑝�𝑔𝑔𝑖𝑖 ,𝑔𝑔𝑗𝑗� =
∑ �𝑒𝑒𝑖𝑖𝑖𝑖−𝑒̅𝑒𝑖𝑖��𝑒𝑒𝑗𝑗𝑗𝑗−𝑒̅𝑒𝑗𝑗�v
𝑞𝑞=1

�∑ �𝑒𝑒𝑖𝑖𝑖𝑖−𝑒̅𝑒𝑖𝑖�
2v

𝑞𝑞=1  �∑ �𝑒𝑒𝑗𝑗𝑗𝑗−𝑒̅𝑒𝑗𝑗�
2v

𝑞𝑞=1
,  (2) 

where 𝑒𝑒𝑖𝑖 = (𝑒𝑒𝑖𝑖1, 𝑒𝑒𝑖𝑖2, … , 𝑒𝑒𝑖𝑖v) defines the gene gi expression 
values for ν disease cases, and 𝑒̅𝑒𝑖𝑖 is the average value of the 
vector ei. An undirected network N is constructed using the k 
nearest neighbours (kNN) algorithm [10], in which each gene 
is connected to the k genes that have the highest values of pcc 
coefficients. 

After defining the network N the construction of the input 
feature matrix ϕi used in convolution is shown in Fig. 3. 
Assuming that xi is a feature vector for gene gi, the combination 
of genes 𝑔𝑔𝑠𝑠1,𝑔𝑔𝑠𝑠2, … ,𝑔𝑔𝑠𝑠𝑠𝑠  determines the k nearest neighbours 
for gene gi in network N, where 𝑝𝑝𝑝𝑝𝑝𝑝(𝑔𝑔𝑖𝑖 ,𝑔𝑔𝑠𝑠1) > 𝑝𝑝𝑝𝑝𝑝𝑝(𝑔𝑔𝑖𝑖 ,𝑔𝑔𝑠𝑠2) >

⋯ > 𝑝𝑝𝑝𝑝𝑝𝑝(𝑔𝑔𝑖𝑖 ,𝑔𝑔𝑠𝑠𝑠𝑠). According to Fig. 3 for given values of the 
gene feature vector gi, and its k nearest neighbours 
𝑔𝑔𝑠𝑠1,𝑔𝑔𝑠𝑠2, … ,𝑔𝑔𝑠𝑠𝑠𝑠 , the feature matrix ϕi is constructed by 
aggregating 2k vectors into a matrix of dimension 2k×nf, which 
is used as an input to the CNN model. 

 

Fig. 3. Scheme of the feature matrix ϕi of the CNN input layer. 

The feature vector for each gene is based on mutation 
information and consists of twelve features that are extracted 
from gene mutation dataset. A number of features are 
associated with the functional impact of mutations (FIS), i.e., 
how mutations affect protein function and therefore potentially 
change phenotype [11]. The SIFT algorithm is used to estimate 
the FIS mutation coefficient [11]. Table I provides the names 
and descriptions of all features. 

TABLE I 
DESCRIPTION OF INPUT FEATURES 

№ DESCRIPTION 

1 Proportion of silent mutations 

2 Proportion of nonsense mutations 

3 Proportion of splicing mutations 

4 Proportion of missense mutations 

5 Proportion of repeated missense mutations 

6 Fraction of frameshift mutations 

7 Proportion of mutations such as nucleotide insertion and deletion 

8 Proportion of start and stop mutations 

9 Ratio of missense mutations to silent mutations 

10 Ratio of non-silent mutations to silent mutations 

11 Normalized entropy of missense mutations 

12 Normalized entropy of all mutations 

All of the gene features in Table I were previously considered 
in a number of studies to build machine learning models [7]. 
These features are used in our study to conduct a comparative 
analysis of the proposed method with other alternative machine 
learning methods. 

C. Description of a Method for Predicting Genes Associated with 
Cancer 
The proposed driveNet method is implemented based on a 

deep convolutional network architecture and includes the 
following steps: 

1. Pre-processing of gene expression and mutation data, 
characterising the cases with malignant oncological diseases. 



Information Technology and Management Science 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 2023/26  

13 
 

2. Construction of a gene similarity network. This network 
determines the topological similarity of genes and allows one 
to take into account spatial information when constructing a 
classification and prediction model. 

3. Construction of an architecture of CNN convolutional 
network, which is a model for classifying genes into two 
classes, namely the class of driver genes that affect the disease 
and the class of passenger genes, mutations in which are 
random and not associated with the disease. 

4. Construction of the input feature matrix for the CNN 
convolutional network using the gene similarity network and 
mutation data. 

5. Training the parameters of the CNN convolutional 
network and assessing the classification efficiency based on the 
cross-validation and bagging procedure, which allows 
obtaining an unbiased assessment of the performance criteria 
and evaluating the generalizing ability of the constructed 
classification model. Tuning of model parameters such as 
number of convolutional and subsampling layers, number of 
elements in layers, number of nearest neighbors for each gene. 

6. Assessing the biological significance of driver gene 
predictions based on cancer databases and literature sources. 

D. Testing the Proposed Method 
The proposed method for predicting disease genes was tested 

on two data sets: invasive breast carcinoma (BRCA) and colon 
adenocarcinoma (COAD). Mutation and gene expression data 
for the two diseases were obtained from the TCGA cancer 
genome database [12]. Pre-processing of mutation data 
included the filtering, namely the exclusion of hypermutated 
cases (more than 1000 intragenic somatic variants). Gene 
expression data for BRCA and COAD consisted of 1102 
BRCA, 478 COAD primary tumour samples measured using 
RNA-Seq technology. Three-step filtering of genes that were 
weakly expressed in tumour samples was performed. In the first 
step expression values smaller than one were determined to be 
unreliable and set to zero, then all expression values were log-
transformed. In the final step, genes expressed in less than 10 % 
of samples were removed from consideration. Genes for which 
data were available in both the mutation dataset and gene 
expression dataset were selected for analysis. As a result, after 
quality control 13 777 BRCA genes and 11 282 COAD genes 
were selected. 

Typically, training a supervised machine learning model 
requires access to labelled data. To obtain gene labels, we used 
Cancer Gene Census (CGC) data from the COSMIC database 
[13]. A list of 723 genes that have a causal relationship with 
cancer was downloaded and this set was selected as the gold 
standard (driver genes). In our study, both oncogene and tumour 
suppressor gene are considered as a driver gene. A total of 37 
driver genes for BRCA and 42 driver genes for COAD were 
selected from the CGC. The effectiveness of the driveNet 
method was assessed in two stages. At the first stage, the 
proposed method was compared with the 20/20+ driver gene 
identification method [14] and with the SVM-based method. 
20/20+ method was run using default parameters, as described 
in [14]. For comparison, the classification model efficiency 

indicator AUC (Area under the ROC curve) was used. The 
AUC score for each method was obtained using a 10-fold cross-
validation procedure. The ROC curve plots the false positive 
rate (FPR) versus the true positive rate (TPR) at different 
thresholds. FPR and TPR are defined as 

 
𝐹𝐹𝐹𝐹𝐹𝐹 = 𝐹𝐹𝐹𝐹

𝐹𝐹𝐹𝐹+𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇𝑇𝑇 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹,

 (3) 

where TP, FP, TN and FN determine the number of true 
positive, false positive, true negative and false negative 
prediction results, respectively. 

Due to the fact that the number of randomly mutated genes 
is much greater than the number of driver genes, it is necessary 
to solve the problem of imbalance in the data. Our study uses a 
data-level approach, namely undersampling, which consists of 
forming a subsample from a larger class equal in size to the 
small class. According to the proposed approach, a subset of 
passenger genes is randomly selected from all those available 
for analysis in such a way that the number of positive marks 
(driver genes) and negative marks is the same. This approach is 
applied five times, generating five data sets. In the cross-
validation process, for each of the five datasets, all positive and 
negative samples are randomly divided into ten groups, and the 
CNN model is evaluated in ten steps. 

At the second stage of evaluating the effectiveness of the 
proposed method, all unknown genes were ranked according to 
their probability of belonging to the class of driver genes. For 
the top ten genes in the ranked list, literature sources were 
searched to test whether our predictions were consistent with 
existing studies. In the same way, unknown genes were ranked 
using the SVM and 20/20+ methods and the results were 
compared with those obtained by the driveNet method. 

The method was implemented using the open Keras library 
[15], which provides interaction with artificial neural networks. 
Keras is aimed at quickly working with deep learning networks 
and supports various neural network libraries, including 
TensorFlow. In the present study, the CNN architecture is 
defined using the following hyperparameters: 

1. Number of CONV layers (ncl); 
2. Number of FC layers (nfl); 
3. Number of CONV layer nodes (ncn); 
4. Number of FC layer nodes (nfn). 
 
These hyperparameters were determined using a grid search, 

where the parameter ncl took values from the set {1,2,3,4}, nfl 
– from the set {1,2,3}, ncn – from the set {12,24,48} and nfn – 
from the set {24,48,96}. The optimal values of the parameters 
ncl, nfl, ncn, and nfn were set to be 2, 1, 24, and 48, 
respectively. The number of neighbours used in the k-nearest 
neighbours algorithm was also determined using a grid search, 
where k was selected from the set {3,5,7,9,11,13,15}. As a 
result, k = 9 and k = 7 were respectively selected for the BRCA 
and COAD datasets. 

According to [14], a forest of trees consisting of 200 elements 
was used to implement the 20/20+ method. The SVM-based 
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method used linear and RBF kernel functions. A search was 
made for the optimal value of the penalty parameter C from the 
set {0.1,0.01,0.001,1,10,100,1000} and the parameter γ from 
the set {1⁄12,0.001,0.0001,0.00001}. As a result, for the BRCA 
and COAD datasets the SVM model showed the best results 
using the RBF kernel at C = 1, γ = 0.0001. 

Figures 4 and 5 present the results of constructing ROC 
curves and the corresponding AUC values obtained by the 
proposed driveNet method and the 20/20+ and SVM methods 
for the BRCA and COAD data sets, respectively. 

 

 
Fig. 4. ROC curves for the three methods obtained for the BRCA data set. 

 
Fig. 5. ROC curves for the three methods obtained for the COAD data set. 

In Figs. 4 and 5 the red, green and purple lines correspond to 
the ROC curves for the driveNet, 20/20+ and SVM methods, 
respectively. The AUC value for the driveNet is 0.984 for 
BRCA, which is 15.1 % higher than the corresponding values 
for the other two methods. The AUC value for the driveNet is 
0.976 for COAD, which is 25.5 % higher than the 
corresponding values for the other two methods. 

The proposed method was compared with the 20/20+ and 
SVM and the proportion of driver genes predicted as such for 
the second set of cancer driver genes from [14] was assessed. 

Figure 6 shows the average values and standard deviations of 
the proportion of driver genes from [14] predicted for two data 
sets. According to Fig. 6, the proposed method is the most 
accurate and 59 % and 61 % of driver genes are predicted for 
the BRCA and COAD datasets, respectively. 

 

Fig. 6. Fraction of predicted driver genes from those known according to [14]. 

In order to evaluate the biological effectiveness of the 
proposed driveNet method, unknown genes were ranked 
according to the probability of belonging to the class of driver 
genes. As in the cross-validation procedure described 
previously, five datasets were used to train the model and 
unknown genes were ranked according to the average 
probabilities. The same ranking was performed using two 
alternative methods. The results were assessed by the number 
of genes that were investigated as drivers in the existing 
literature. The analysis used the CancerMine database [16], 
which is a specialised database for text mining in literature 
sources, and through which a number of significant genes were 
studied based on current literature reviews. 

TABLE II 
DESCRIPTION OF THE TOP TEN PREDICTED DRIVER GENES 

BRCA COAD 

GENE 
MENTIONED 

IN 
LITERATURE 

GENE 
MENTIONED 

IN 
LITERATURE 

PTEN + AMER1  

HCFC1 + SOX9 + 

UTRN + NRAS + 

ZNF517  MTOR + 

STAG2 + ATM + 

ZFP36L1 + ADAMTSL3  

ZNF91  ELMO1 + 

VPS13C  TG  

DST  LAMA3  

FBXW7 + KMT2A  

 
Table II shows the ten driver genes for BRCA and COAD 

predicted using the driveNet method. Six of the ten genes in the 
first column have been reported in the literature as potential 
driver genes for BRCA. It has been discovered that the DST 
gene has the potential to transform a tumour in the initial stages 
of development into a malignant breast tumour. Five of the ten 
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genes in the second column of Table II have been reported as 
drivers of COAD in the existing literature. Among the 
remaining five genes presented in Table II, AMER1 and 
ADAMTSL3 are frequently mutated genes in COAD. The 
LAMA3 gene has been predicted as a biomarker for the 
diagnosis of COAD in early developmental stages. KMT2A 
refers to the KMT2 family, which is related to COAD. 

According to the prediction results for two compared 
methods, the proposed method is the most effective in 
predicting new cancer-related genes. 

III. DISCUSSION 
The use of machine learning algorithms to predict cancer 

driver genes has enabled important scientific advances and has 
an excellent potential to go further. Nonetheless, to accelerate 
the computational discovery of new cancer drivers, several 
challenges remain to be explored. The prediction of driver 
genes and driver mutations is an inherent class imbalance 
problem due to the low number of known drivers compared to 
the passenger ones. Most supervised algorithms work more 
effectively for balanced train sets. It would be an advantage to 
apply a semi-supervised learning strategies to take into account 
unknown mutations. There is also a large body of works using 
network analysis without interface with ML. Thus, a natural 
direction in this domain is the use of graph-based ML 
algorithms, which can directly process graph-structured data in 
an end-to-end manner without the need for complex feature 
engineering. Graph Neural Networks (GNNs) can better 
explore network topological information for node-level or 
edge-level prediction tasks in contrast to traditional network 
analysis. Integrating multi-omics data and PPI networks into a 
learning framework based on Graph Convolutional Networks 
(GCNs) is promising in obtaining more accurate models than 
tools exploring network-based analysis, ML-based 
classification of omics data, or a combination of both. Further 
exploration of GNNs with multimodal data, proposing 
strategies to improve robustness to structural noise and class 
imbalance, may enable precise prediction of cancer driver 
genes. 

IV. CONCLUSION 
This article describes a method for predicting cancer-related 

genes based on deep convolutional network. The method allows 
combining convolutional networks as a classification model 
with gene similarity networks in a way that simultaneously 
takes into account the functional impact of mutations and the 
similarity of gene expression profiles. Integrating two data 
sources improves the accuracy of disease driver gene 
prediction. Distinctive features of the method are the use of 
gene expression data to determine the topological structure of 
the network, the efficiency of predicting driver genes with 
limited information about genes associated with the disease, the 
possibility of jointly including information on mutations and 
gene expression to improve the efficiency of classification 
model. Experiments performed on cancer data showed the 
advantages of the proposed method compared to analogues in 

terms of prediction efficiency using both cross-validation and 
de novo predictions (for unknown genes). 
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