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Abstract – The paper proposes a 2D-hybrid system of 

computational intelligence, which is based on the generalized neo-

fuzzy neuron. The system is characterised by high approximate 

abilities, simple computational implementation, and high learning 

speed. The characteristic property of the proposed system is that 

on its input the signal is fed not in the traditional vector form, but 

in the image-matrix form. Such an approach allows getting rid of 

additional convolution-pooling layers that are used in deep neural 

networks as an encoder. The main elements of the proposed system 

are a fuzzified multidimensional bilinear model, additional 

softmax layer, and multidimensional generalized neo-fuzzy 

neuron tuning with cross-entropy criterion. Compared to deep 

neural systems, the proposed matrix neo-fuzzy system contains 

gradually fewer tuning parameters – synaptic weights. The usage 

of the time-optimal algorithm for tuning synaptic weights allows 

implementing learning in an online mode. 

 

Keywords – 2D signals, generalized neo-fuzzy neuron, image 

recognition, membership functions data, optimal learning 

algorithm, stream mining. 

I. INTRODUCTION 

Currently, neural networks are spread worldwide to solve 

various tasks within data mining, such as image pattern 

recognition, the characteristic property of which is the input 

data that are fed to large-scale processing. Here the most 

famous networks are deep convolutional neural networks 

(CNNs), architecture of which includes relatively independent 

components: autoencoder – that transforms the initial image- 

matrix into a vector-signal of relatively low-dimension. After 

that this vector signal is fed to the input of multilayer fully 

connected perceptron that solves recognition-classification 

task. Usually, these systems are quite bulky, consist of an 

enormous number of tuned parameters-synaptic weights, and 

require a lot of time as well as huge training datasets for 

learning. 

In order to speed up the learning process, the matrix neural 

networks [1]–[5] are used. Even though such systems surpass 

traditional CNNs by speed, they still need a big amount of 

training data. 

The speed can be essentially improved by using probabilistic 

neural networks [6], which are tuned with “lazy learning”. 

Additionally, the input information is fed to the network in the 

matrix form [7]. Unfortunately, the recognition results of such 
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system, that uses kernel approximation according to Nadaraya-

Watson estimates, are yield to the CNN’s results by accuracy. 

To find a compromise between speed, accuracy and learning 

speed, the Hybrid Systems of Computational Intelligence, 

among them neo-fuzzy neuron (NFN) [8]–[13], should be 

considered. NFN is characterised by simple architecture and 

learning algorithms, having reasonable approximation abilities, 

implementing nonlinear mapping 
1,nR R→ so in order to 

develop NFN for image processing the study [14] proposed a 

2D-neo-fuzzy neuron that implements mapping 
1n mR R → . It 

is clear that such system can solve only binary classification 

problem of matrix signals-images. 

It is important to notice that in [15], a multilayer architectures 

were discussed, where instead of traditional elementary 

Rosenblatt perceptron [16], neo-fuzzy neurons were used. Even 

though these networks turned out to be faster than traditional 

CNNs, they still required a huge amount of training data. 

This situation can be improved by using the idea of stacking 

approach [17], [18] when in each layer instead of usual neurons 

simplified shallow neural networks that realise nonlinear 

mapping n pR R→   are used. Therefore, in [19]–[21] stacking 

multilayer neo-fuzzy systems were proposed, each layer of 

which was formed with the so-called generalized neo-fuzzy 

neuron (GNFN) [22], which was represented as generalisation 

of NFN for the case of multiple outputs, implementing mapping 

.n pR R→ Technically this task can be solved with p, connected 

in parallel NFN with one output. However, GNFN contains a 

fewer number of membership functions at the autoencoder 

layer. 

Fig. 1 shows the architecture of GNFN with n inputs and p 

outputs. An input signal in a vector form 

( 1( ) ( ),..., ( ),..., ( ))T n

i nx k x k x k x k R=   ( 1,2,...,k N= – or the 

number of observations in the training dataset, or the unit of 

discrete time in an online mode) is fed to a fuzzification layer 

which is formed with hn membership functions µli, 

l = 1, 2,…, h; i = 1, 2,…, n, implementing fuzzification of input 

data. The tuning synaptic weights , 1,2,...jliw j p=   the amount 

of which is defined by number phn are connected with 

membership functions  µ𝒍𝒊 . The output signal of GNFN is a 

vector ( )1
ˆ ˆ ˆ ˆ( ) ( ),..., ( ),..., ( )

T p

j py k y k y k y k R=   where on the  

j-th output the following value appears: 
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 𝑦̂𝑗(𝑘) = ∑ ∑ 𝑤𝑗𝑙𝑖μ𝑙𝑖(𝑥𝑖(𝑘
ℎ
𝑙=1 )), 𝑗 = 1,2, . . . , 𝑝.𝑛

𝑖=1  ()  

 

Fig. 1. Generalized neo-fuzzy neuron. 

By introducing  ( )1hn  vectors of membership functions 

µ(𝑥(𝑘)) = (µ11(𝑥1(𝑘), µ21(𝑥1(𝑘), … , µℎ1(𝑥1(𝑘), 

µ12(𝑥2(𝑘), … µ𝑙𝑖(𝑥𝑖(𝑘), … , µℎ𝑛(𝑥𝑛(𝑘)))
𝑇 ∈ 𝑅ℎ𝑛 and ( )p hn  

– matrix of synaptic weights 

 

111 121 1

211 221 2

11 21

hn

hn p hn

p p phn

w w w

w w w
W R

w w w



 
 
 = 
 
  
 

 () 

it is simply to write the transformation that is realised by the 

GNFN in the form: 

 𝑦̂(𝑘) = 𝑤µ(𝑥(𝑘))  () 

It is important to notice that the same result can be achieved 

using p connected in parallel single-output NFN; however, in 

such a system the number of membership functions is р times 

greater than in GNFN. Also, in (2) synaptic weights jliw  are 

fed linearly that allows using time optimal algorithms such as 

Kaczmarz-Widrow-Hoff [23]–[25] for their learning. 
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Some bell-shaped functions can be used as membership 

functions, which are used in the neuro-fuzzy system theory. 

However, from the computational point of view, triangular 

constructions are the most useful ones. 

 μ𝑙𝑖(𝑥𝑖(𝑘)) =

{
 
 

 
 
𝑥𝑖(𝑘)−𝑥𝑙−1,𝑖

∗

𝑥1𝑖
∗ −𝑥𝑙−1,𝑖

∗  if 𝑥𝑖(𝑘) ∈ [𝑥1𝑖
∗ , 𝑥𝑙−1,𝑖

∗ ],

𝑥𝑙+1,𝑖
∗ −𝑥𝑖(𝑘)

𝑥𝑙+1,𝑖
∗ −𝑥1𝑖

∗  if 𝑥𝑖(𝑘) ∈ [𝑥1𝑖
∗ , 𝑥𝑙+1,𝑖

∗ ],

0  otherwise

 () 

satisfying Ruspini unity partition condition: 

 {
μ𝑙−𝑖,𝑖(𝑥𝑖(𝑘)) + μ𝑙𝑖(𝑥𝑖(𝑘)) = 1𝑖𝑓𝑥𝑖(𝑘) ∈ [𝑥𝑙−𝑖,𝑖

∗ , 𝑥𝑙𝑖
∗ ]

μ𝑙𝑖(𝑥𝑖(𝑘)) + μ𝑙+𝑖,𝑖(𝑥𝑖(𝑘)) = 1𝑖𝑓𝑥𝑖(𝑘) ∈ [𝑥𝑙𝑖
∗ , 𝑥𝑙+𝑖,𝑖

∗ ]
  () 

where 𝒙𝒍−𝒊,𝒊
∗ , 𝒙𝒍𝒊

∗ , 𝒙𝒍+𝒊,𝒊
∗  are centres of neighbouring membership 

functions, which usually are chosen empirically. 

An advantage of functions of Type (4) is when the signal
 

* *

,( ) ,i l i i lix k x x−
    is fed to the system, only two neighbouring 

functions 𝛍𝒍−𝒊,𝒊(𝒙𝒊(𝒌))  and 𝛍𝒍𝒊(𝒙𝒊(𝒌))  are fired. Moreover, 

only two synaptic weights , 1,j l iw −  and jliw  are tuned that 

gradually simplify the learning process as well as speed. 

In case of the necessity of image processing which are fed in 

a form ( )n m  - matrix  1 2( ) ( ) ,n m

i ix k x k R =   𝒊𝟏 =

𝟏, 𝟐, … , 𝒏; 𝒊𝟐 = 𝟏, 𝟐,… ,𝒎.This signal can be transformed into 

( 1)nm  - vector ( ),x k  however, the number of tuned 

parameters in this situation grows rapidly that makes the system 

abnormally cumbersome. Thus, it is effectively basing on 

GNFN to introduce into consideration matrix neo-fuzzy system 

that is purposed to solve pattern-image recognition task. 

II.  ARCHITECTURE OF MATRIX NEO-FUZZY SYSTEM 

Architecture of matrix neo-fuzzy system is a generalisation 

of GNFN in case of 2D output signals presented in Fig. 2. It 

consists of four sequentially connected layers: a fuzzification 

layer, two layers of synaptic weight tuning and output layer of 

membership functions. 

The first layer is processed with hnm membership functions 

of Type (4) 
1 2 1 2( ( ))i i i ix k , h functions for each component 

( )n m of matrix signal  1 2( ) ( ) ,i ix k x k= l=1,2,…,h, 𝒊𝟏 =

𝟏, 𝟐, … , 𝒏; 𝒊𝟐 = 𝟏, 𝟐,… ,𝒎.  At this layer, the input signal is 

fuzzified, in other words, on its output ( )hn m  matrix signal 

of fuzzified inputs µ(𝒙(𝒌))  is formed. 

 

Fig. 2. Matrix neo-fuzzy system for image recognition. 

 𝑦̂(𝑘) = 𝑊𝐿
(𝑘−1)

μ(𝑥(𝑘))𝑊𝑅(𝑘 − 1)   () 

where ( 1), ( 1) ( )L RW k W k p hn− − −   and ( 1)m+ are matrices 

of tuned weights which are obtained from data of previous 

( 1)k −  observations and specified with online learning 

algorithms; (p × 1) is an output signal ˆ( )y k  (here р – the 

number of classes in the training dataset). Hereafter, signal is 

fed to the output layer of softmax membership, forming output 

(p × 1) signal y*(k), components of which 
*( ), 1,2,...jy k j p=  

essentially are fuzzy membership levels of the observation 

( )x k  to the j-th class. 

III. LEARNING OF MATRIX NEO-FUZZY SYSTEM 

A learning ( )1p   vector signal ( )y k  in pattern recognition 

tasks is formed based on “one-hot coding” and consists of 1p −  

zeroes and single one, which is related to the “correct” class. 

As a training criterion the “cross-entropy” in the following 

form can be used: 

 

*

1 1

1 1

ˆ

ˆ ( )1 1

1

( ) ln ( )

ˆ( ) ln softmax ( )

( )
( ) ln

j

q

pN

j j

k j

pN

j

k j

ypN

j p
y kk j

q

E y k y k

y k y k

e k
y k

e

= =

= =

= =

=

= − =

= − =

= −








 
  () 

or (what is more appropriate for work in an online mode) it is 

possible to use the goal function, which is based on an instant 

mean-square error. 

Let us introduce into consideration three output signals 

 

{
 
 

 
 
𝑦̂(𝑘)  = 𝑊𝐿(𝑘 − 1)µ(𝑥(𝑘))𝑊𝑅(𝑘 − 1) =

           = 𝑊𝐿(𝑘 − 1)µ𝑅(𝑘),

𝑦̂(𝑘)  = 𝑊𝐿(𝑘)µ(𝑥(𝑘))𝑊𝑅(𝑘 − 1) =

            = µ𝐿(𝑘)𝑊𝑅(𝑘 − 1),

𝑦̂𝑅(𝑘) = 𝑊𝐿(𝑘)µ(𝑥(𝑘))𝑊𝑅(𝑘)

  
  () 

(here ( 1),LW k −  µ𝑹(𝒌), µ𝑳(𝒌) , ( 1)RW k − - ( ),p hn ( ),p m  

( 1),hn  ( 1)m – matrices respectfully) of the matrix neo-

fuzzy systems. 

It can be seen that the second and third hidden layers 
LW  and 

RW form adaptive bilinear model [26]. 
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By introducing three learning errors 

 

{
 
 

 
 
𝑒(𝑘) = 𝑦(𝑘) − 𝑦̂(𝑘) =

= 𝑦(𝑘) −𝑊𝐿(𝑘 − 1)µ𝑅(𝑘),

𝑒𝐿(𝑘) = 𝑦(𝑘) − 𝑦̂𝐿(𝑘) =
= 𝑦(𝑘) − µ𝐿(𝑘 − 1)𝑊𝑅(𝑘 − 1),

𝑒𝑅(𝑘) = 𝑦(𝑘) − 𝑦̂𝑅(𝑘) =

= 𝑦(𝑘) −𝑊𝐿(𝑘)µ(𝑥(𝑘))𝑊𝑅(𝑘)

  
  () 

and two locally optimal learning criteria  

 

2

2

( ) ( ) ,

( ) ( ) .L L

E k e k

E k e k

 =


=
 
  () 

the learning algorithm of synaptic weight matrices can be 

written in the following form: 

  {
𝑊𝐿(𝑘) = 𝑊𝐿(𝑘 − 1) +

𝑒(𝑘)µ𝑅
𝑇(𝑘)

‖µ𝑅(𝑘)‖
2 ,

𝑊𝑅(𝑘) = 𝑊𝑅(𝑘 − 1) +
𝑒𝐿(𝑘)µ𝐿

𝑇(𝑘)

𝑇𝑟(µ𝐿(𝑘)µ𝐿
𝑇(𝑘))

 () 

or 

  

{
  
 

  
 
𝑊𝐿(𝑘) = 𝑊𝐿(𝑘 − 1) +

+
𝑦(𝑘)−𝑊𝐿(𝑘−1)µ(𝑥(𝑘))𝑊𝑅(𝑘−1)

‖µ(𝑥(𝑘))𝑊𝑅(𝑘−1)‖
2

(µ(𝑥(𝑘))𝑊𝑅(𝑘 − 1))
𝑇 ,

𝑊𝑅(𝑘) = 𝑊𝑅(𝑘 − 1) + (𝑊𝐿(𝑘)µ(𝑥(𝑘)))
𝑇

𝑦(𝑘)−𝑊𝐿(𝑘)µ(𝑥(𝑘))𝑊𝑅(𝑘−1)

𝑇𝑟(𝑊𝐿(𝑘)µ(𝑥(𝑘))𝑊𝐿
𝑇(𝑘)µ𝑇 (𝑘))

.

   () 

It is easy to notice that algorithms (11), (12) are a 

generalization of optimal by speed adaptive algorithm 

Kaczmarz-Widrow-Hoff [23]–[25] and in matrix case [27]. 

Hence, the learning process of the proposed matrix neo-fuzzy 

system is characterised by the optimal speed in the class of 

gradient procedures, which allows implementing the system in 

online mode. 

This characteristic is of prime importance in the learning 

process in the case of short training datasets where the speed of 

convergence is at the fore, additionally, in Big Data Mining 

tasks, where data are fed to the processing sequentially, and the 

size of the dataset is unknown. 

IV. THE RESULTS OF A COMPUTATIONAL EXPERIMENT 

The effectiveness of the proposed system was tested using a 

dataset – Fashion MNIST [28]. There are 60 000 samples in the 

training dataset and 10 000 in the test dataset where each 

sample is an image 24×24. 

The first experiment was time and accuracy comparison of 

the proposed GNFN and simple custom CNN, architecture of 

which is represented in Fig. 3. 

1  28х28

6  24х24

6  12х12

12  8х8
12  4х4

Conv 1

Max pool 1

Conv 2

Max pool 2
Dence

1x192
1x120

1x60

1x10

 
Fig. 3. Architecture of CNN. 

TABLE I 

THE ACCURACY AND TIME CONSUMPTION OF ALGORITHMS WITH FASHION 

MNIST DATASET  

Algorithms for the 
comparison 

Classification 
accuracy, %  

Time, s 

CNN 97.91 182 

Proposed approach 92.04 78 

 

From Table I, it can be seen that the accuracy of the proposed 

system yields to CNN; however, here it is important to notice 

that it has drastically different time consumption, in particular, 

CNN requires twice time of the NFN system.  

Next step was practical research of the triangular 

membership function (Fig. 4) effectiveness, and for this task the 

original architecture of the proposed system was taken and 

compared to the absolutely identical one, except the 

membership function was changed to the traditional Gaussian 

membership function, and results can be seen in Table II. 

1

0

 
Fig. 4. Triangular membership function. 

TABLE II 

THE ACCURACY AND TIME CONSUMPTION FOR SYSTEMS WITH DIFFERENT 

MEMBERSHIP FUNCTIONS  

Used membership 
functions 

Classification 
accuracy, %  

Time, s 

Triangular 92.04 78 

Gaussian 91.58 128 

 

It can be seen that the original architecture with the triangular 

membership function works faster compared to the one with the 

sigmoid membership function even though their accuracy is 

comparable. Such a situation occurs because during 

classification only two neighbouring functions are activated 
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leading to the simplification of calculations, thus increasing the 

processing speed. 

This experiment was followed by the comparison of the 

weight tuning procedures. We have compared the proposed 

modified optimal by speed Kaczmarz-Widrow-Hoff algorithm 

with classical stochastic gradient procedure for synaptic 

weights tuning in the system under consideration. The obtained 

results are shown in Table Ш. 

TABLE III 

TIME CONSUMPTION FOR PROCESSING USING DIFFERENT LEARNING 

ALGORITHMS 

Learning algorithms for 

comparison 

Time, s 

Modified Kaczmarz-
Widrow-Hoff 

78 

Stochastic gradient descent 135 

 

It can be seen that the proposed learning algorithm is faster 

in terms of speed, because it has matrix modification that allows 

skipping the vectorization part of the image processing. 

Additionally, the original Kaczmarz-Widrow-Hoff algorithm is 

optimal by time by its nature. 

Hence, the results of the experiment confirm effectiveness of 

the proposed system in image online classification. 

V.  CONCLUSION 

In the article, the matrix neo-fuzzy system has been 

proposed. It has been designed to solve a pattern-image 

recognition task without vectorization of the initial data that are 

represented in matrix form. The system is based on a 

generalized neo-fuzzy neuron, which is modified for the case of 

2D-input signals. 

Learning of the proposed system is implemented with 

optimal by speed gradient algorithm, which is adapted for 

matrix signals. The proposed system is characterised by the 

high speed that allows processing data streams in online mode. 

Additionally, it has good approximation properties and allows 

solving the classification task of difficult form objects. The 

proposed system is simple enough in calculation 

implementation, and the results of the computational 

experiment have proven its effectiveness. 
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