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Abstract – The probabilistic neuro-fuzzy system to solve the 
image classification-recognition task is proposed. The considered 
system is a “hybrid” of Specht’s probabilistic neural network and 
the neuro-fuzzy system of Takagi-Sugeno-Kang. It is designed to 
solve tasks in case of overlapping classes. Also, it is supposed that 
the initial data that are fed on the input of the system can be 
represented in numerical, rank, and nominal (binary) scales. The 
tuning of the network is implemented with the modified procedure 
of lazy learning based on the concept “neurons at data points”. 
Such a learning approach allows substantially reducing the 
consumption of time and does not require large amounts of 
training dataset. The proposed system is easy in computational 
implementation and characterised by a high classification speed, 
as well as allows processing information both in batch and online 
mode. 

 
Keywords – Lazy learning; membership function; neural 

network; neuro-fuzzy system; probabilistic pattern recognition. 

I. INTRODUCTION 
Today artificial neural networks have become widespread for 

an image recognition task due to their universal approximating 
properties. These characteristics allow restoring separating 
hypersurfaces of any complex form. Here, it should be noted 
that deep neural networks (DNNs) have recently become the 
most common apparatus for the solving of the classification-
recognition task. In the meantime, DNNs are characterised by a 
low learning speed and require significant training dataset sizes. 
These reasons limit their usage in tasks when the data 
processing speed under conditions of a priori information 
deficit comes to the fore. In this case, probabilistic neural 
networks (PNNs) proposed by D. Specht can be the most 
effective ones [1], [2]. They are based on ideas of Bayesian 
inference and Parzen estimates of the data distribution density 
in classes of observations. Even though the network accuracy is 
somewhat inferior to deep ones, its speed and implementation 
simplicity, in some cases, becomes an advantage. Moreover, 
some modifications were introduced in [3]–[11] that provided 
the ability to process non-stationary data flows under 
overlapping class conditions based on the ideas of fuzzy 
classification [12]. Meanwhile, there is some bulkiness of these 
networks because a standard PNN can be a bit tricky because 
its first hidden pattern layer in the general case contains a 
number of R-neurons, which is equal to the number of 
observations in the training dataset. 

To overcome this inconvenience, we can use the approach 
based on the hybrid systems of computational intelligence 
[13] – [15], and primarily neuro-fuzzy systems [16], [17]. The 
last ones have many advantages over classic neural networks, 
keeping multipurpose approximating properties combined with 
online mode learning abilities. 

II. ARCHITECTURE OF PROBABILISTIC NEURO-FUZZY SYSTEM 
The architecture of the probabilistic neuro-fuzzy system that 

has four layers of data processing is presented in Fig. 1. On the 
zero (receptor) layer of the system, vectors of observations are 
sequentially fed. They are forming a training dataset in the form 

{ (1), (2),..., ( ),... ( )},X x x x k x N=  
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(total N observations, meanwhile this number can be changed 
over time), also it is assumed that 1N  observations belong to the 
class 1Cl , 2N  to 2Cl , jN  to jCl , and finally mN  to the m-th 
class mCl . Herewith input data can be organised so that: 
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These observations are fed to the first hidden fuzzification 
layer formed with fuzzy membership functions 

( , ), 1,2, ..., , 1,2,...,
i il i l i ix c l h i nϕ = =  where the usual one-

dimensional Gaussian functions are used: 
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where 
il

c – centre of corresponding membership function; 

σ – widespread parameter. 
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The number of these membership functions at each input ix
can be different: from two in the case of a binary input variable  

that takes only two values “yes” or “no” to N  as in a standard 
probabilistic neural network (PNN), i.e., 

 

 

Fig. 1. Architecture of probabilistic neuro-fuzzy system. 
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for each input or for the system in general 
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The output signals of the first layer 
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i i il l i lo x c= ϕ  (5) 

are fed to inputs on the second hidden aggregation layer 
forming N standard multiplication blocks that form bell shaped 
activation functions in multidirectional Gaussian form 
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where vector-centre ( )1
,..., ,...,

j i n

T

l l lc c c cτ =  is formed based on 

one-dimensional centres for each class j. Herewith the number 
of multiplication blocks for each class is jN . Thus, in the 
second layer, the N multidimensional kernel activation 
functions are formed, and on its output, the signals appear 

[2] ( ( ), ).
j j j

j
i jo x cτ τ τ= ϕ τ  (7) 

It is easy to see that the first two layers of the proposed 
system coincide with input layers of the popular neuro-fuzzy 
system of Takagi-Sugeno-Kang or ANFIS [16], [17] and 
implement the same function as the PNN pattern layer. The 
advantages of the system popped up in case when some 
components of input vectors–images of the training dataset 
coincide. This situation appears when the input signal 
individual components are either binary or rank, or nominal 
variables, which is common in real tasks. Here, the number of 
membership functions in the corresponding input ih  is smaller 
than the amount of training data N. 

The third hidden layer is formed by m + 1 adders, herewith 
from the first m Parzen estimates of the data distribution density 
in each class are formed 
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and (m + 1)-th adds all output signals of this layer 
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Finally, the output layer of the system computes the 
probability of membership of each observation x that is not from 
the training dataset to each class 
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It is easy to see that the output layer performs the operation 
similar to the defuzzification in popular neuro-fuzzy systems. 
Still, in our case, it has purely probabilistic meaning. 

III. FAST LEARNING OF PROBABILISTIC NEURO-FUZZY SYSTEM 
It is proposed to use a modified lazy learning procedure 

based on the concept “neurons at data points” [18], [19] for the 
tuning of the PNFS. Exactly based on this conception, the 
classic PNNs learn; at the same time when the image from the 
training dataset ( )jx τ  is fed to the input of the system, the 

multidimensional activation function ( , )
j j

j x cτ τϕ  is formed, and 

the current observation determines its centre ( ).
j jc xτ = τ  This 

means that learning is almost instantaneous, but the number of 
activation functions is determined by the number of the training 
dataset N. 

Using a neuro-fuzzy approach allows narrowing down the 
number of membership functions, based on which 
multidimensional activation function is formed in the second 
hidden layer. In the simplest case, the components of the 
observation ( )jx τ  form N membership functions 

jlc  where 

individual coordinates determine centres ( )jx τ , and we do not 
get any gain in the number of functions. Although with 
significant N value, these one-dimensional centres 

ji
cτ  can be 

placed very close, and almost coincide on the axis ix . Note also 
that within a neuro-fuzzy approach, all input signal coordinates 
are pre-processed and coded 

0 ( ) 1.i jx≤ τ ≤  (11) 

The gain in the number of functions appear when within two 
different training observations ( )jx τ  and ( )( )i j j jx δ τ ≠ δ  
some coordinates coincide ( ) ( ).i j i jx xτ = δ  

Such a situation is common when, for instance, one of the 
coordinates is a binary value of 0 or 1. Then it is necessary to 
form only two membership functions with centres in 0 and 1. 
The profit in the number of functions appears with nominal and 
rank variables as well. In this case, it is needed to create 
membership functions where their number is equal to the 
number of names or ranks. 

To reduce the number of membership functions, by 
specifying the maximum possible number ih  for each 
coordinate ix the distance between two neighbouring functions 
is defined by the value 

1 .
1i

ih
∆ =

−
 (12) 

Clearly that for the binary variables 1i∆ = , in this case, 
centres are placed in points 0 and 1. Centres are placed in points
0, , 2 ,...,1∆ ∆  for the continuous numeric variables. If any value 
from the training dataset ( )i jx τ  appears to be in the interval 
between two centres , ( 1) ,i il l∆ + ∆  it is assigned to the closest 
one. Further, based on these one-dimensional functions, 
multidimensional activation functions are formed in the second 
hidden layer. The number of multiplication blocks in this layer 
is described by the N value, and it is assumed that there are no 
identical training observations. 

Hence, PNFS learning is reduced to the setting of one-
dimensional membership function centres and reconfiguration 
of multiplication blocks in the aggregation layer. It is clear that 
such system tuning happens almost instantly. 

IV. THE RESULTS OF A COMPUTATIONAL EXPERIMENT 
The two datasets were chosen to evaluate the proposed 

system. The first dataset is “ML hand-written digits” from the 
UCI repository where tags are rank values, and the second one 
is “Fashion MNIST”, which has nominal tag values. The first 
dataset has 1797 images that are matrices 8 × 8. The fact that 
they are low resolution gives the ability to show how well the 
proposed network works in a fuzzy case. The second dataset has 
60 000 instances in the training and 6000 in the test dataset. 
Each sample of these datasets is a matrix 24 × 24. As we can 
see, the resolution is higher than that of the first dataset, but due 
to the size of dataset, we can see how the proposed network 
performs in online mode. Both of these datasets contain 
overlapping classes. The fuzzy case that appears in the “ML 
hand-written digits” dataset is represented in Fig. 2 that shows 
only part of the full visualization. The samples from the both 
datasets are presented in Fig. 3. 

For the comparative analysis, the popular machine learning 
method K-nearest neighbour (KNN) and evolving fuzzy-
probabilistic neural network (EFPNN) proposed in [19] and the 
probabilistic neuro-fuzzy system (PNFS) were taken. During 
the first part of the experiment, “ML hand-written digits” were 
taken, and the spent time, along with the accuracy, were 
tracked. The obtained results are shown in Table I. 

TABLE I 
ACCURACY AND TIME CONSUMPTION OF ALGORITHMS WITH “ML HAND-

WRITTEN DIGITS” DATASET 

Algorithms for comparison Classification accuracy Time, sec 

KNN 81.98 0.18 

EFPNN 96.39 7.02 

PNFS 93.07 5.52 
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Fig. 2. Overlapping classes in the “ML hand-written digits” dataset. 

 `  
      (a)           (b) 

Fig. 3. Example of the observation from: (a) dataset “Fashion MNIST”, (b) 
dataset “ML hand-written digits”. 

As we can see, the probabilistic neuro-fuzzy system works 
faster than the evolving fuzzy-probabilistic neural network; 
however, it yields EFPNN in classification accuracy. It has to 
be taken into account that the K-nearest neighbour algorithm 
was performed on GPU and the probabilistic neuro-fuzzy 
system on CPU, which led to the gap in the time spent. 
Nevertheless, if the probabilistic neuro-fuzzy system had 
performed on the CPU, the consumed time would be 
comparable because the speed of the modern CPU would be 
higher than the recent GPU from five to ten times. 

For the second part of the experiment, the “Fashion MNIST” 
dataset was taken. During this part of the experiment, the initial 
dataset was taken as nine datasets with different volume, and 
the classification accuracy was tracked. Each of these datasets 
was formed randomly. With the initial “Fashion MNIST” 

dataset, the biggest dataset that was formed had 15 000 samples. 
The wide-spread parameter was chosen empirically for the 
initial dataset to obtain the best results. For the long dataset, the 
wide-spread parameter was 0.74. The results are presented in 
Fig. 4. 

 

Fig. 4. Dependency of dataset size and the classification time. 

As seen in Fig. 4, the KNN algorithm provides the smallest 
increase in computation time, depending on the dataset size. 
However, this algorithm has lower accuracy compared to 
algorithms based on probabilistic neural networks. The 
proposed PNFS algorithm requires lower computational burden 
compared to the EFPNN algorithm with similar classification 
accuracy. On datasets with a larger size, more than 8000 
elements, this algorithm shows a nearly linear increase in 
computational costs with an increase in the sample size. 

The increase in computational costs when going from short 
datasets to the m-th class ones is probably related to features of 
software implementation. The small dataset fills evenly in 
RAM, and therefore as it grew, the additional processing costs 
increased insignificantly. The long dataset requires more 
resources for swapping pages by the memory operator, which 
significantly increases RAM costs. 

V.  CONCLUSION 
The proposed probabilistic neuro-fuzzy system for the image 

recognition-classification task solving is a generalization of 
Specht’s probabilistic neural network for the case of 
overlapping classes. It is designed to work with both long and 
short training datasets. The system is quite similar to the 
Takagi-Sugeno-Kang’s neuro-fuzzy system of zero rank 
(Wang–Mendel system) by the architecture. Still, PNFS 
significantly exceeds it in terms of learning speed, based on the 
principle of “neurons at data points”. The tuning process is 
reduced to the setting of one-dimensional membership function 
centres in the fuzzification-reconfiguration layer, multiplication 
blocks in the aggregation layer, and happens almost 
immediately. 

The proposed system is simple in numerical implementation, 
and the experiment confirms its effectiveness. 
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