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Abstract – Enterprise resource planning (ERP) systems are large, modular enterprise applications designed for most of the company’s business processes. They include a range of different forecasting methods. The paper analyses the existing forecasting methods in ERP systems and provides a comparison of forecasting methods in ERP systems. It considers the problem of prediction integration in ERP systems and describes the general process by a conceptual model based on academic literature from forecasting with ERP systems. The study provides an integration approach, which is the most suitable one for providing forecasting functions in ERP systems.
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I. INTRODUCTION

ERP systems are large modular enterprise applications intended for execution of most of enterprise business processes. They are primarily geared towards transaction processing. However, many modules contain complex forecasting methods and are part of decision-making logic [1]. Forecasting is a process for predicting the future based on past data, and most often through a trend analysis [2]. Prediction is one of the cases that business needs in high demand to gain higher profit and continue successfully business processes [3]. ERP systems have limited forecasting capabilities that are implemented into a hard-coded code [4]. Enterprises spend much money to modify existing methods to satisfy their requirements [5]. Some of ERP systems do not have enough forecasting functionality.

The present paper analyses existing forecasting methods for ERP systems gathering an extensible portfolio. It considers a forecasting integration problem in ERP systems, where software as a service (SaaS) comes in place giving a centrally hosted solution. The study represents an overall process with the help of conceptual model driven by academic literature found on forecasting along with ERP systems. The author examines existing forecasting methods in ERP systems and represents an integration solution design and approach to forecast implementation using SaaS.

The rest of the paper is organised as follows: Section II discusses related work, Section III proposes an integration solution, and Section IV provides summary and conclusions.

II. RELATED WORK

Evidence of forecasting methods used in ERP systems is gathered in this section also, compiling integration solutions that exist in ERP systems.

A. Forecasting Methods in ERP Systems

As already known, there are three major categories of forecasts: economic forecasts [6], technological forecasts [7] and demand forecasts provided in [8] representing forecast evolution. There are many types of forecasting methods in these three categories. The present paper considers only quantitative forecasting methods, although there are also qualitative forecasting methods such as:

- **Executive Opinion** – uses a composite forecast prepared by several individual experts [9];
- **Market Survey** – a forecast method that involves speaking to members of the target audience [10];
- **Delphi Method** – is used in policymaking and organisational decision making [11];
- **Salesforce** – is used to view the best estimate of revenue generated in a specified time frame [12].

However, quantitative forecasting methods are based on mathematical models, and they are objective [13]. These methods can only be applied when both conditions are contented. Under the first condition, numerical information is available about the past and under the second condition it can be assumed that some of the aspects of previous patterns will continue in the future [14]. There are many quantitative forecasting methods. To reduce the number of methods to be considered, the time-series forecasting is selected. Overall representation of forecasts, forecasting methods, and forecasting models is shown in Fig. 1.

![Fig. 1. Representation of forecasts and forecasting methods.](image-url)
Time-series forecasting uses historical data as the basis for estimating future outcomes. There are two types of time series – continuous and discrete. For discrete time series, it is the time axis that is discrete while in continuous time series the observed variable is typically a continuous variable recorded continuously on a trace. Several forecasting procedures are based on a time-series model [15].

To readily perceive the nature of each model, they are explained. Further, one of the largest ERP systems is considered, identified in the SAP ERP system and Microsoft Dynamics AX:

- **Autoregressive integrated moving average** – also known as ARIMA, is fitted to time series data to understand the data better or to predict future points in the series [16];
- **Autoregressive tree model** – historically known as ARTxp algorithm from Microsoft SQL Server 2005 supporting cross-validation. However, an ART model is a cogany linear autoregressive model, in which the borders are defined by a decision tree, and the leaves of the decision tree contain linear autoregressive models [17];
- **Automatic model selection** – the system analyses the historical data and then selects the most eligible model [18];
- **Box–Jenkins method** – to find the best fit of a time-series model to past values of a time series [19] it applies autoregressive moving average (ARMA) and uses ARIMA as a set;
- **Linear regression** – a statistical method that allows summarising and studying relationships between two continuous quantitative variables [20] and it is the best-known demand forecasting method for a trendy demand [21];
- **Moving average** – an analysis tool that smoothes out price data by creating a constantly updated average price [22];
- **Holt-Winters method** – one of the time series with the trend but with seasonality [23] used to forecast for “what-if” analysis [24], and an additive method is one of popular methods [25];
- **Weighted moving average** – puts more weight on recent data and less on past data [26].

Collection of time-series models allow dividing each ERP system, which has these models enabled, using a design evaluation method like an observational one in a field study to find the use of forecasting methods in multiple ERP systems [27]. For example, SAP ERP and Microsoft Dynamics AX systems are taken to compare each other. These two ERP systems, which are one of the largest and most significant systems, are compared taking into account three criteria: “+” has such a method, “−” does not have this method and “+/−” has this method partially. All the criteria are summarised in a single table (see Table I).

<table>
<thead>
<tr>
<th>Time-series models/methods</th>
<th>SAP ERP</th>
<th>Microsoft Dynamics AX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autoregressive integrated moving average</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Autoregressive tree model</td>
<td>−</td>
<td>+</td>
</tr>
<tr>
<td>Automatic model selection</td>
<td>+</td>
<td>−</td>
</tr>
<tr>
<td>Box–Jenkins method</td>
<td>+</td>
<td>+/−</td>
</tr>
<tr>
<td>Holt-Winters method</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Moving average</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Linear regression</td>
<td>+</td>
<td>−</td>
</tr>
<tr>
<td>Weighted moving average</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

ERP systems mostly have the same models and methods, but some are unique. However, in SAP ERP system there is not an auto-regressive tree model and in Microsoft Dynamics AX there are not automatic model selection, some Box–Jenkins method and linear regression. It is worth mentioning that Microsoft Dynamics AX can provide a configuration environment where users can make from scratch linear regression. SAP ERP system shows the advantage of forecasting models and methods count that are available by default in the German enterprise resource planning system.

B. Forecasting Process in ERP Systems

To better understand the current situation of the forecasting process in ERP systems, forecasting functionality of Microsoft Dynamics AX is analysed in detail and some observations are made about forecasting in SAP ERP systems.

Microsoft Dynamics AX provides a section for demand forecast generation with AX 2012 R3 version. Basically, historical transactional data from AX transactional database are gathered and a staging table is created. The staging data are afterwards moved to an analysis services mining model of AX. With small customization, users can plug different data sources into the selected table, such as Excel files and comma-separated files. It allows users to create a demand forecast that takes historical data distributed across multiple systems. The mining model uses prediction methods for time series analysis services to calculate the initial forecasts. The parameters for these forecasting methods are managed in AX 2012 R3. Then, the forecast and historical data, as well as the changes made in the demand forecast for previous iterations, are made available in the SQL Server data cube. Microsoft Excel is used to connect to the demand forecasting cube so that users can visualise and modify initial forecasts. The manual adjustments are to be selected back to the cube before they can import the AX 2012 R3. Since there is only one demand forecasting cube at any given time, there is only one forecast. Finally, starting with the 2012 AX, adjusted forecasts of predicted models can be imported back to the AX 2012 R3 database. The overall flow of the forecasting process in AX is shown in Fig. 2.
C. Integration Approaches in ERP Systems

To identify the most common integration approach for forecasting methods that can be used in ERP systems, the best way is to gather integration approaches from literature and select one of integration approaches that is most appropriate for this trend. The following integration approaches are considered: internal integration, service-oriented, and SaaS.

In the case of internal integration, forecast methods are implemented and executed in ERP core systems. Research [28] analyses how procurement ambiguities of renewable resources can be considered in the basic data structures of ERP systems, namely bill of materials (BOM), work schedules and time schedules. Accordingly, the authors describe certain variation methods as general possibilities to handle uncertainty. This analysis makes it possible to understand how the existing system can be improved so that it is more efficient and not so much saturated with business failures. Adding system kernel forecasting to the ERP system can be useful for future optimization and error reduction.

Service-oriented approaches as indicated in [29] assume bottom-up thinking where the ERP system is segmented in provisions of business processes or business scenario models; various technical complexions are quantified to help solve the ERP customization estimation problem. They focus on the analytical level of a business process or a scenario model and proceed with delivering estimation figures at that level.

SaaS is typically accessed by users using a thin client via a web browser. SaaS already remains a benchmark for adding ERP system models and approaches from outside in recent years [30]. A lot of literature provides SaaS techniques and approaches in ERP systems. In [31], novel architecture for the field of industrial automation is described, the goals of which are: 1) computation of optimal production plans; 2) automated usage of the optimised plans; 3) flexibility and reusability during development and maintenance; and 4) seamless transition from current practice to the approach introduced herein. Research [30] review SMEs cloud computing in general, and SaaS are popular solutions to share the costs for IT service development and activities. Accordingly, the task of data analytics for product sales forecasting is a hopeful application for a new cloud service model. Those positive aspects and opportunities for SaaS lead to use this approach for integration of forecast methods into ERP systems. Next section provides a detailed integration solution, which can lead IT companies to integrate typical models into ERP systems.

III. INTEGRATION SOLUTION

The solution to integration is the so-called ERP system extended approach that focuses on interfacing between external components and ERP system and integration protocols ought to enable for plugging-in appropriate components when necessary. Some data cannot be stored in the ERP system because they can cause an overload to the system. SaaS comes in place serving as a mechanism to automate certain decisions to be made. The integration of external solution source allows not adversely affecting ERP system resources. Good forecasts require much data to work with predictions. ERP systems are not designed to overload the system with excessive temporary data. From a business aspect, the overall business model is represented by separation from the ERP system and SaaS in Fig. 3 using a business process model and notation (BPMN) with a forecasting SaaS approach.

Ecosystem uses the connection between SaaS and ERP system to perform analytics eliminating heavy load on ERP system resources while allowing one to gather analytics of forecast stats returning a simple result into ERP system. Basically, SaaS gets the command from the ERP system triggered from time to time or by a super user of ERP systems. After the trigger is active, a data gathering process starts proceeding with method selection for the best scenario. With minimum latency, the ERP system gets forecast stats, and automatically system can act according to the specific demand. More specifically, links between each process conceptual model design are represented in Fig. 4 that shows an example of linear regression forecast methods cycle in SaaS. There are also external data that are taken from external sources, such as public datasets, and more external sources are added to increase the accuracy of the result.
ERPs can use multiple SaaS for those business process needs. The SaaS approach conceptual model uses forecasting methods to work with the automatically selected correct forecasting method. External data can be added for better results, but also it is possible to use ERP system data that are available through existing business processes. Better results in future are possible to have by adding more forecasting methods, such as machine learning for any model used in SaaS forecasting framework, for example, neural networks (NN).

Figure 5 represents a sequence diagram where the demand for each signal and the subsequent sequence to the result are reflected. Uniformed modelling language sequence diagram is used for a better representation of the forecasting process. For forecasting, a powerful framework such as Apache Spark will be used in future. Apache Spark is an open-source cluster-computing framework, where it is possible to work with big data, and it allows using external libraries like MLlib (Apache Spark Machine Learning (ML) library). Prediction with MLlib can use forecasting models such as ARIMA, and it is possible to code new models that do not exist in MLlib as default models.

![Fig. 4. A conceptual model of SaaS approach.](image)

Apache Spark allows the ARIMA model to input external data sets into the SaaS approach. In the future, this open-source cluster-computing framework can be used to carry out a real experiment with big data.

**IV. CONCLUSION**

Forecasting nowadays is very important for business processes that are found in ERP systems. Those business processes can gain many investment savings for companies and add extra value to business processes as it is possible to predict future indicators. However, the forecast is actually more than a decade old method, it increases the accuracy of mathematical calculations, which allows increasing prediction accuracy.

Results that have been achieved indicate that the integration approach with Apache Spark open-source cluster-computing framework can be used for big data problem with the SaaS approach.

The summary and findings which have already been reported in this article are a starting point for further results. Next steps are to add machine learning to any model used in the SaaS forecasting framework problem. NN can adapt to the variable input data so that the network can create the best possible result without the need to modify the output criteria. Input data are restored every time data are received, they are entered into the NN and the accuracy of the estimate increases. The main goal is to connect this process with live stream data and add knowledgeable resources. Those live streams would help increase the accuracy of the forecast.
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