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Abstract – The research demonstrates efficiency of the 

heterogeneous model ensemble application for a cancer 

diagnostic procedure. Machine learning methods used for the 

ensemble model training are neural networks, random forest, 

support vector machine and offspring selection genetic algorithm.  

Training of models and the ensemble design is performed by 

means of HeuristicLab software. The data used in the research 

have been provided by the General Hospital of Linz, Austria.  
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I. INTRODUCTION

Ensemble modelling can be considered a method of 

improving accuracy of a prediction or classification task. This 

article provides information on ensemble modelling appliance 

for improving cancer diagnostics. The ensemble modelling 

can be used as a technique for the analysis of the results of 

medical examinations of patients. The aim of this procedure is 

to decrease a number of people deaths from the cancer 

illnesses.  

The object of the research is cancer prediction procedure 

that is based on patients’ blood parameter values and tumour 

marker values that are available only for some patients. 

Ensemble design is performed using several machine-learning 

methods. The research methods include data analysis and 

optimisation methods used for the given data analysis and 

development of the set models for the classification task 

solving. 

The primary objective of the research is to increase the 

accuracy of classification tasks for different cancer types that 

can be obtained using ensemble modelling based on various 

modelling techniques depending on the ratio of predictions 

that are considered trustable on the benchmark datasets.  

II. CONCEPT OF ENSEMBLE MODELLING

Ensemble can be considered a cooperation of the group of 

models to solve a problem. Process of problem modelling is 

quite challenging as includes many entities that cooperate 

between themselves. One of the main challenges is 

permanently changing states of entities. They can become as 

part of the collaboration or leave it, as they can change their 

state and adapt to new conditions. Although there are different 

methods that can be used for ensemble modelling, it is 

essential to combine them to achieve better results. 

One of the approaches for ensemble modelling is the 

Helena approach proposed in [1]. Here, ensemble modelling is 

defined in terms of roles and their interactions to collectively 

reach a certain goal that can be used as a base for the system 

development process and system requirement determination. 

Each system has a set of different states that allow 

determining component instances – participants of the 

ensemble and the role of instances, which are adopted by the 

component instances. State of the both of them is determined 

by their attribute values. 

In the problem context, ensembles are combinations of 

several models whose individual predictions are combined in 

some manner to create a final prediction. Usually predictions 

made by ensemble modelling are more accurate than single 

model predictions.  

An ensemble consists of a set of individually trained 

classifiers, such as neural networks or decision trees, whose 

predictions are combined when classifying new instances. 

Each member of ensemble should work and complement one 

another. If the used ensemble methods are complementary, the 

probability to identify an error in the prediction increases as 

well as it is possible to correct this error with other methods. 

Instead of many traditional machine learning algorithms, 

which generate a single model, ensemble-learning methods 

generate multiple models. The ensemble passes a new 

example to each model involved, and then obtains their 

predictions and combines them appropriately. The ensemble 

classification performed in the present research is an 

aggregation of predictions of the multiple classifiers with the 

goal of improving accuracy [2].  

Procedure of the ensemble design includes two main steps: 

model training and model combination. During the training 

process, each model is trained with the same training 

examples, but using different subsets of the input factors. 

Fig. 1 shows common ensemble architecture. 

Fig. 1. The common ensemble architecture. 
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In general, an ensemble constructing process also includes 

some other steps: 

1. Selection of a method by which to bring diversity into the 

base models; 

2. Selection of a method for model combination; 

3. Selection of a type of the base model to be used. 

There are two main methods for model combination: 

averaging and voting. The first one is mostly used for the 

numeric output combinations, but the voting method is used 

for the nominal output combination [2]. 

The most popular ensemble method is represented by the 

majority voting ensemble. The main idea of this method is that 

each base classifier votes for a specific class, and the class that 

collects the majority of votes is predicted by the ensemble. 

Majority voting method applies to the ensemble fusion method 

group. The methods of it combine all the outputs of the base 

classifiers, while the ensemble selection methods try to choose 

better classifiers among the set of the available base learners 

[3]. 

Ensemble modelling can be used for the different purposes – 

as a tool for the analysis, classification, prediction etc. The 

ensemble can be constructed using results of different 

available experiments and computations. In case of 

constructing ensemble for a concrete system, an ensemble of 

models can be used as a tool for the system behaviour study 

and detailed analysis.  

III. OVERVIEW OF MACHINE LEARNING METHODS 

There are four machine learning methods briefly described 

in this article that are used for the model training to design a 

heterogeneous model ensemble. 

A. Genetic Algorithm 

Genetic algorithm (GA) presents one of two basic 

approaches in computer science that copies evolutionary 

mechanisms. The GAs use two genetic operators – crossover 

and mutation to produce new solution candidates. The 

crossover produces offspring by combining part of the parent 

from existing generation. The mutation helps prevent the 

premature convergence by randomly sampling new points on 

the search place. 

Extension of the GA, such as GA with offspring selection, 

is used as one of the methods for model training in the present 

research. Offspring selection was proposed by M. Affenzeller 

and S. Wagner [4] as an additional step to the standard 

selection procedure of GA performed after the crossover and 

mutation.  

The main idea of the offspring selection is that a certain 

ratio of the next generation has to be filled with children that 

outperform their parents. During the procedure of selection, 

the fitness value of the produced offspring is compared with 

the fitness values of its own parents in order to decide whether 

or not the evenly produced offspring is accepted as a member 

of the next generation [4]. 

Procedure of GA with offspring selection consists of three 

sequential steps: 

1. Selection of two parent chromosomes; 

2. Child generation by using the crossover and mutation 

operators; 

3. Child is accepted as a member of the next generation if it 

outperforms his own parents or its chromosome is unique in 

the actual generation [5]. 

The termination criterion of GA with offspring selection is 

defined by a maximum number of generations that can be 

reached or there is no possibility to generate further on a 

sufficient number of children outperforming their parents.  

B. Support Vector Machine 

Support vector machine (SVM) is a learning system that 

uses a hypothesis space of linear functions in a high 

dimensional feature space, trained with a learning algorithm 

from the optimisation theory that implements a learning bias 

derived from the statistical learning theory [6]. 

A basic idea of the support vector machines is to find an 

optimal hyperplane for the linearly separable patterns [7]. 

The SVM provides a useful technique for data classification 

tasks. It performs classification by constructing an N-

dimensional hyperplane that optimally separates the data into 

the specific categories [8]. 

In the paper, the SVM is selected as one of the methods for 

model training, because it is suitable for binary classification 

tasks and has already shown good results in the medical 

diagnostics, optical character recognition, electric load 

forecasting and other fields [9]. 

C. Artificial Neural Networks 

Artificial neural network (ANN) can be described as an 

extremely simplified model of the brain cells that cooperate 

with each other to perform the desired function. ANN can be 

used for different tasks, such as classification, noise reduction 

and prediction.  

An artificial neuron [10] is a computational model inspired 

by natural neurons. Natural neurons receive signals through 

synapses located on the dendrites or the membrane of the 

neuron. When the signals received are strong enough (surpass 

a certain threshold), the neuron is activated and emits a signal 

through the axon. This signal might be sent to another 

synapse, and might activate other neurons. 

The complexity of real neurons is highly abstracted when 

modelling artificial neurons. These neurons basically consist 

of the inputs (like synapses), which are multiplied by the 

weights (strength of the respective signals), and then 

computed by a mathematical function, which determines the 

activation of the neuron. Another function computes the 

output of the artificial neuron (sometimes depending on a 

certain threshold) [10]. 

One of the main advantages of the ANN is the opportunity 

to retrieve hidden information that allows solving complex 

problems. But in case of using neural networks for any type 

task, the main rule that should be obeyed is to prevent 

overtraining of a neural network. An overtrained neural 

network becomes unable to detect unique patterns in the 

original data. Another advantage of the neural networks is the 

ability to generalise and produce both linear and non-linear 

outputs [11]. 
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D. Random Forests 

The method called random forests (RF) is based on the 

decision trees and can be described as ensemble classifiers, 

which use many decision tree models [12]. The method is 

based on the aggregation of a large number of decision trees. 

The methodology of the RF is used to address two main 

classes of the problems: to construct a prediction rule for a 

supervised learning problem and to assess and rank variables 

with respect to their ability to predict the response. 

There are several types of RFs that are characterised by the 

way each individual tree is constructed, the procedure used to 

generate the modified datasets, on which each individual tree 

is constructed, and the way the predictions of each individual 

tree are aggregated to produce a unique consensus prediction 

[12]. 

For each tree training nearly 2/3 of the selected dataset is 

used, but the remaining data are used to estimate a prediction 

error and importance of input variable. The class assignment is 

made by a number of votes from all trees; and for the 

regression, the average of the results is used. 

The RFs have several advantages: there is no need for 

pruning trees; the accuracy and the variable importance are 

generated automatically; and it is easy to set parameters in the 

RF. In addition, the overfitting is not a problem for the RF, 

and they are not very sensitive to outliers in the training data. 

Apart from the mentioned advantages, the RFs have 

limitations that arise in case of the regression analysis. The 

first one is that regression cannot predict beyond a range of 

training data, and the second limitation is that its extreme 

values are often not predicted accurately – underestimating 

highs and overestimating lows [13]. 

The RF becomes a major analysis tool in different fields, 

especially in bioinformatics. Different investigations show that 

usually results of random forests are quite good.  

In the context of the present research, random forests are 

used as one of the machine-learning algorithms for model 

training. 

IV. MODEL TRAINING 

A. Problem Statement 

Timely diagnostics of the cancer can help reduce a number 

of people deaths from the cancer disease. Ensemble modelling 

can be used for cancer diagnostics procedure by virtue of the 

analysis of the results of the medical examination. The cancer 

diagnostics procedure can be considered a two-class 

classification task where the main goal is to correct 

classification of each given instance depending on the values 

of attributes, e.g. Alpha-fetoprotein, cancer antigen 125, C-

reactive protein, bilirubin etc. 

In the present research, datasets of breast cancer, melanoma 

and respiratory system cancer have been used. Each dataset 

contains measured blood values and tumour markers of 

patients.  

Topicality of this problem is defined as follows. There are 

different types of breast cancer, e.g. ductal carcinoma, lobular 

carcinoma and invasive breast cancer. The most common type 

is ductal carcinoma. The breast cancer occurs in both men and 

women, although the male breast cancer is rare. The average 

number of new cases of breast cancer is 124.6 per 100,000 

women per year. The average number of deaths is 22.6 per 

100,000 women per year [14], [15]. 

Melanoma is a form of cancer that begins in the 

melanocytes – cells that make the pigment melanin. It may 

begin in a mole and it will be skin melanoma, but can also 

begin in other pigmented tissues, such as in the eye or in the 

intestines. The majority of the melanomas are black or brown, 

but they can also be skin-coloured, pink, red, purple, blue or 

white. There are four basic types of melanoma. Three of them 

occupy only the top layers of the skin and sometimes become 

invasive. The fourth type of melanoma is invasive from the 

beginning and this type is more serious because it may spread 

to other areas of the body. The average number of new cases 

of melanoma of the skin is 21.3 per 100,000 men and women 

per year. The average number of deaths is 2.7 per 100,000 

men and women per year [15], [16]. 

Respiratory system cancer is classified as cancer that affects 

any part of the respiratory system, which includes the lungs, 

bronchus and pleura. One of the major causes of respiratory 

cancer is cigarette smoking, a large contributor to the high 

incidence of lung cancer. Other respiratory cancers, such as 

mesothelioma, can be caused by occupational exposure to 

asbestos. Lung cancer is a common cancer of the respiratory 

system and also the most commonly occurring cancer. The 

average number of new cases of lung and bronchus cancer is 

60.1 per 100,000 men and women per year. The average 

number of deaths is 49.5 per 100,000 men and women per 

year [15]. 

Diagnosing any kind of cancer in its earliest stage allows 

decreasing a number of deaths and starting treatment in a 

timely manner. Ensemble modelling is considered to be one of 

the possible tools for the early diagnostics of cancer. 

B. Settings of Algorithms 

Most classification problems can be solved using the neural 

network with one hidden layer. Results of the cross-validation 

have shown that to train models it is sufficient to use a neural 

network with one hidden layer for one part of experiments. 

According to these results, the 2nd hidden layer is used for 

training only in some experiments. Apart from a number of 

hidden layers, the following ANN parameters are used, i.e., 

decay and a number of nodes in each hidden layer. The first 

parameter is used for the training phase of the neural network. 

It determines the strength of the regularisation and is set to a 

value between 0.001 (weak regularisation) to 100 (very strong 

regularisation).  

There are three parameters that can be changed for random 

forests: the number of trees, M and R. As suggested by 

HeuristicLab, the number of trees is the number in the range 

between 50 and 100. The parameter M corresponds to the ratio 

of features that will be used in the construction of individual 

trees and it should be in the range (0; 1]. The parameter R is 

the ratio of the training set that will be used in the construction 

of individual trees. It should be adjusted depending on the 

noise level in the dataset in the range from 0.66 (low noise) to 
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0.05 (high noise). This parameter should be adjusted to 

achieve a good generalisation error. 

The parameters for the SVM represented in the 

HeuristicLab are: cost, degree, gamma, kernel type, nu, SVM 

type. There are two possible values of the used support vector 

machine type – NU-SVM and C-SVM. In case of using C-

SVM, it is necessary to define the value of cost parameter or 

C. In case of using NU-SVM, the value of NU parameter

should be defined. The kernel type parameter determines the

kernel function to use for the support vector machine. Possible

values of it are: linear, polynomial, sigmoid and RBF. The

degree parameter is used if a user has defined that the kernel

type is the polynomial kernel function. The parameter gamma

is used as an appropriate parameter in the kernel function and

can be used as default of the one defined by a user.

Genetic algorithms have observably more parameters 

available for use than previously described algorithms. These 

parameters are the analyser, comparison factor lower and 

upper bound, comparison factor modifier, crossover, elites, 

maximum evaluated solutions, maximum generations, 

maximum selection pressure, mutation probability, mutator, 

offspring selection before mutation, population size, selected 

parents, selector and success ratio. 

As GA has quite a lot of different parameters that can vary 

during experiments, several experiments are performed in 

order to determine what parameters are more important than 

others. In this case, changing parameters might produce very 

different results. An appropriate GA configuration provides 

convergence to the optimal result in limited time; while worse 

settings of its parameters might cause its long run required for 

finding a good solution. Moreover, results of changing 

multiple parameters are not predictable because in practice 

they are not completely independent of each other and might 

have effects on others [17]. 

C. Model Training

Within model training, different settings of algorithms are 

used to obtain more reliable models for the ensemble design. 

Training is performed using the software HeuristicLab [4]. For 

the heterogeneous ensemble design, four different methods, 

which have been previously described, are used. Each of three 

datasets is divided into two subsets: training set (70 % of data) 

and test set (30 % of data). One part of experiments is 

performed using tumour markers, and the other one is 

performed using blood parameters without tumour markers.  

Training of base models with ANN is performed using one 

or two hidden layers according to the cross-validation results 

and a number of nodes equal to 5, 10 or 20 in each hidden 

layer. A decay parameter is set in the range from 0.1 to 5. 

While training models using RF, each forest contains 25, 50 

or 100 trees, M and R parameters are set in the range from 0.1 

to 1.  

Cross-validation of SVM algorithm has shown that the type 

of SVM that should be used for model training is N-support 

vector machine. For all three kinds of the cancer, RBF and 

polynomial kernel function are used where the parameter 

degree for the polynomial function is in the range from 2 to 5.  

The following parameters of the GA with offspring 

selection during model training are changed: comparison 

factor lower bound, mutation probability, population size and 

selector. The lower bound of a comparison factor is set to 0 or 

to 1 that is used to determine whether a child should 

outperform both parents or not. Mutation probability values 

are set to 0.15, 0.2, 0.25, and 0.3. A population size is set in 

the range from 100 to 1000 with step 100. Proportional and 

gender specific selectors are used.  

Best trained models are selected for each ensemble. Finally, 

8 homogenous and 2 heterogeneous ensembles are designed 

for each kind of cancer – one half of them for cancer using 

tumour marker values as input variables and another half only 

using blood parameter values for model training. In the 

framework of the present research, homogeneous ensembles 

are used for the comparison analysis between them and 

heterogeneous ensemble [18].  

V. ANALYSIS

Accuracy of the ensemble for each type of cancer with and 

without tumour markers is represented graphically using a 

histogram. Each vertical bar represents one of the ensembles 

designed in the present research; the first one represents 

accuracy of the heterogeneous ensemble, but the next four 

bars represent the accuracy of each homogeneous ensemble.  

Figure 2 shows results of the ensemble design for breast 

cancer. The heterogeneous ensemble shows the highest 

accuracy of all designed ensembles that proves necessity of 

using heterogeneous ensemble for the same type of tasks. 

In comparison with all homogeneous ensembles, the 

accuracy of the heterogeneous ensemble is at least 2 % higher 

and it is equal to 91.32 % applying tumour markers for model 

training and 87.85 % without tumour markers that is a high 

result and it proves a possibility of successful ensemble using 

for this type of cancer. 

Fig. 2. Comparison of ensembles for breast cancer. 

The obtained results for melanoma are quite good, although 

they are slightly worse than results of breast cancer. The best 

ensemble is heterogeneous ensemble and its accuracy is equal 

to 87.85 % (with tumour markers) and 85.48 % (without 

tumour markers). As for other types of cancer, heterogeneous 

ensemble shows the best results among all ensembles. In 

comparison with homogeneous ensembles designed in the 

present research, the test accuracy is at least 2 % higher. 

Figure 3 shows test accuracy of each ensemble.  
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Although heterogeneous ensembles show better results than 

homogeneous ensembles, it is important to note that all 

obtained results are satisfactory and can be used for the 

solving of the given problems.  

Fig. 3. Comparison of ensembles for melanoma. 

Results of ensemble design for respiratory system cancer 

are not as good as results for breast cancer and melanoma, but 

can be considered acceptable. Figure 4 shows results of the 

ensemble design for the respiratory system cancer. 

The accuracy of heterogeneous ensemble and ensemble that 

consists of the models trained by GA with offspring selection 

is the same and it is equal to 79.66 % in case of using tumour 

markers for the cancer prediction. The accuracy of all 

designed ensembles is not especially high and it ranges 

between 72 % and 80 % that is worse than results of 

melanoma and breast cancer. The accuracy of the best 

ensemble for the respiratory system cancer without tumour 

markers is 78.81 %. Heterogeneous ensemble and 

homogeneous ensemble that consists of models trained by 

ANN show the same results.  

The explanation of worse results for this type of cancer can 

be scanty amount of available data for training. 

Fig. 4. Comparison of ensembles for respiratory system cancer. 

The results obtained show that ensemble modelling for 

cancer prediction task is an appropriate approach, especially 

due to the fact that accuracy of ensembles that consist of 

models developed without using tumour markers is quite high. 

As it is known, tumour markers can be available only as a 

result of quite expensive examinations of patients. Ensembles 

that provide reliable predictions for cancer diagnostics without 

using tumour markers are extra important and their usage is 

capable of reducing considerably the costs of cancer 

diagnostics [18].  

VI. CONCLUSION

This paper demonstrates the use of the ensemble for solving 

the classification task in the medical data mining area. The 

ensemble accuracy is higher than the accuracy of a single 

model, as well as an ensemble of models allows evaluating 

confidence of the prediction results. It can be done by using 

the confidence measure for each instance of the dataset. Due 

to the confidence measure application, a probability of 

estimating an error in the prediction process is appreciably 

higher than in case of using a single model. The ensemble 

usage allows solving different issues that can occur in case of 

using a single model. These issues are related to appropriate 

model selection, choice of the correct local minimum and 

impossibility of expanding the search space. 

In the framework of the present research, ensemble 

modelling is considered to be a tool that can improve a 

procedure of cancer diagnostics.  Problem of cancer 

diagnostics represents a two-class classification task, where 

each instance of the dataset should be classified as cancer 

positive or cancer negative. 

The determination of appropriate settings of machine 

learning algorithms is based on the investigations known in 

literature about their influence on the results and cross-

validation applied to determine more suitable settings of the 

neural networks, random forests and support vector machine. 

As the process of model training is stochastic, the same 

configuration of the algorithm was run ten times to obtain as 

more reliable models as possible. 

Although previous studies of the ensemble modelling usage 

for such kind of problem are concentrated on the 

homogeneous ensemble design, the present research focuses 

on the appliance of the heterogeneous ensemble. The obtained 

results of the heterogeneous ensemble are compared with 

homogeneous ensembles. This comparison allows proving the 

assumption that predictions of the heterogeneous ensembles 

are more accurate and also more confident than the same 

predictions of the ensembles that consist only of one type 

models. 

The accuracy of the designed ensembles is sufficient to 

conclude that ensemble modelling is a suitable tool for the 

given problem. Results show that the accuracy of the 

heterogeneous ensembles is higher or the same as the accuracy 

of homogeneous ensembles that allows recommending 

heterogeneous ensembles to get reliable predictions. In case of 

respiratory cancer, results are worse in comparison with the 

results of the ensembles for breast cancer and melanoma, 

although they are satisfactory and designed ensembles can 

also be used. 

The obtained results show that ensemble modelling usage is 

more appropriate than single hypothesis usage. In addition to 

higher accuracy of predictions, the ensemble also provides 

higher values of the prediction confidence measure. Ensemble 
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provides a possibility of analysing the prediction with the help 

of the confidence measure. If the value of the confidence 

measure is insufficiently high, there is a possibility of 

checking the prediction additionally. It is especially helpful in 

case of cancer diagnostics, where the main task is to detect 

patients who are cancer positive. Further research in this 

direction can intend to investigate the application of other 

methods to improve quality of predictions and to obtain more 

reliable results.  
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