Information Technology and Management Science =

doi: 10.1515/itms-2014-0013
2014 /17

»] DE GRUYTER
OPEN

G

Ontology-based Image Representation

Arthur Stepchenko !, Arkady Borisov 2, 1 Ventspils University College, 2Riga Technical University

Abstract — This article presents an overview of ontology based
digital image representation. An ontology is a specification of a
conceptualization to create a vocabulary for exchanging
information, where conceptualization mean a mapping between
symbols used in the computer (i.e., the vocabulary) and objects
and relations in the real world. In this paper, digital image
semantic annotation by ontology and a novel ontological
approach that formalizes concepts and relations with respect to
image representations for data mining - the Image
Representations Ontology (IROnN) — are examined.
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I. INTRODUCTION

The interpretation of an image by the computer is a highly
complex task. There is a huge gap between the human and
computational understanding of images and its interpretation.
The representation of images by low-level features (such as
color and texture) is described as well as the use of high-level
features such as ontologies. An image is typically a
representation of the objects present in a real life scene [1]. In
the process of image acquisition, much of the original
information present on the real object is lost (e.g., third
dimension, motion), there is mixture of several factors in the
value of a pixel (e.g., texture, lighting, geometry),
introduction of false values (e. g., noise, chromatic aberration),
and alteration of the original information (e.g., geometric
distortion, blurring) [2]. In addition, fine details of the object
are missing because of the limited resolution of any camera.
Therefore, the image is only the approximation of a real object
and there is always an error that separates the image and the
real object.

Images can be used to infer information about the real
object [1]. Image content does not make sense by itself. An
image is inherently ambiguous and does not provide
information about its content. Without a subject matter, an
image does not allow making a distinction between relevant
and irrelevant information. What is relevant for one
application may be irrelevant for another. Furthermore, there
is no intrinsic relevant information. For example, apparently
simple information such as object edges is difficult to
accurately extract without knowledge about the scene. Edges
are usually modeled as sharp changes in image intensity, but
this is also the case for noise, shadows, and texture elements
[2].

In order to be able to perform the computational processing
of images, it is necessary first to convert them into digital
format. This is done by representing the image as a set of
discrete numbers in a particular order. In a digital photo, the
image is represented as a matrix of values, called pixels.
Mathematically, an image can be represented as a function
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I =1f(xy) (1)

where | is the image intensity, f is a function that varies with
the position x and y in matrix [1].

Image processing is the low-level part of a more global
image analysis and computer vision system. Then high-level
part uses image-processing results to perform interpretation,
visualization, storage, or transmission of the image data.
Image processing includes many categories of mathematical
manipulations, such as image restoration, image enhancement,
image  compression,  image  reconstruction,  image
segmentation, and object detection. An image class is a set of
images that share many features, on condition that these
features are meaningful for the application [2].

Remote sensing images are used in many decision-making
domains. The addition of semantics to geographical
information management is critical for the improvement of
semantic interoperability and the usability of this type of
images. An important step to strengthen the semantic
interoperability of these images includes making clear the
semantics associated with geographical information [8]. The
semantic representation of geographical data provides a formal
semantic description that cannot be expressed in current
models of geographic data [6].

For example, an image analysis can be used for analysis of
long-term agricultural or forest landscape changes [7]. The
same landscape area is compared year by year, always at the
same season, to detect changes of area. The image class is
created of color satellite images of landscape with the same
spatial resolution. The objective of the image processing here
is to segment the input images to isolate each potential
vegetation area into a unique region. The resulting regions or
classes will then be transmitted into a classifier, which is
trained to identify various categories of geographic objects:
field, forest, hedge, city, etc. [9]. The performance of the
classifier distinctly depends on the accuracy of the image
segmentation. To obtain the best classification results, usually
an annotated image database is used to fit the parameters that
best separate each class presented in the data set [2].

1. BASIC ONTOLOGY CONCEPTS

Several different terminologies (e.g., RadLex, LOINC,
ICD-10 and SNOMED) are available and can be used for
digital image semantic annotation. The terminologies can be
organized into hierarchies or ontologies. An ontology is a
formal representation of a set of concepts within a domain and
the relationships between these concepts [10]. Therefore,
ontologies are an effective means to formally specify and
constrain knowledge, so ontologies can be viewed as a means
for semantic image annotation. The use of ontologies allows
performing more complex tasks than it would be possible
through a simple list of terms. They have proved their utility
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in various data mining applications, especially in annotating
text to make it machine interpretable.

More challenging research perspectives arise when
ontologies are used to annotate images where the information
is encoded in numeric pixel values rather than in words and
language grammar. Ontology-based semantic image
annotation can contribute to image management tasks such as
indexing and sharing of images and regions of interest by
providing a common semantic reference to align and query the
heterogeneous data available [1].

Current approaches to bridge the gap between the pixel-
based foundational representation and high-level image
semantics, such as content-based image retrieval (CBIR),
include the utilization of taxonomies describing 2D spatial
relations between the imaged objects and hence linking image
features with semantics [3]. Therefore, indexing of images is
implemented by combining low-level features (intensity,
texture, color, shape, size, etc.) with features of high-level
image semantics, such as our understanding of real-world
objects. For example, an ontology of objects (Fig. 1) can be
used to map low-level features with high-level features of
image [1].

An ontology of objects
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Fig. 1. Ontology-based image representation.

Ontologies must be clear both to humans for semantic
annotation and to machines for cogitative and error checking,
unintuitive rules for image processing give errors. Common
rules allow for alignment ontology with other ontologies and,
therefore, enable cross-domain operation with data. A
reference ontology or domain ontology tries to optimize
representational suitability to its subject matter. An application
ontology is constructed for specific practical objectives.

moderately oblong,

Relational entity is anything that exists, including things,
processes, functions, qualities, beliefs, actions, images, etc.
The basic idea of relational entities is representation: for a
person or interpretant an image entity represents some type of
reality outside the image — an object, therefore, they connect
viewers to reality. Instances represent what particular exists in
reality — exists in numerous instances, e.g. databases,
inventories, images. Types are connected to their instances
and exist in objective reality — types of image, types of
imaging process, etc. Types are ontologies, terminologies,
catalogs, etc. Images are continuous representations — they
represent instances in reality, but ontologies represent types in
reality and the relations between these types.

Top-level ontologies proposed for the formalization of low
level features include the VDO ontology, the COMM
ontology, FMA, OBO ontologies, FUuGO, SNOMED, UMLS
Semantic Network, NCI Thesaurus, ICF, ISO Terminology
Standards, HL7-RIM, BFO, DOLCE and other ontologies.
Top-level ontologies have been shown to work in many
different domains. Top-level ontology structure is shown in
Fig. 2.

Top-Level Ontology
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Fig. 2. Top-level ontology.

The ontologies are divided into two versions: continuant
ontologies, and occurrent ontologies. Continuants are
something existing in time and they preserve their identity
through a change. Occurents are temporal parts, they unfold
themselves in successive phases and they exist only in their
phases [12]. Subtypes of continuants include independent
continuants, dependent continuants, spatial regions and
environments. All occurents are dependent entities — they are
dependent on continuants as their carriers. Some dependent
entities are monadic — they have one single independent
carrier, but other dependent entities are relational — they have
more than one independent carrier. Some dependent
continuants are also realizable.

I11. ONTOLOGY-BASED IMAGE REPRESENTATION

Images are complex representations, but they are not made
of representational units. Representational units are terms,
icons, bar codes, alphanumeric identifiers etc., which relate to
entities in reality and which are not made of additional sub-
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representations; therefore, representational units are the
smaller parts in the domain of representations. The sub-
representations of an image are regions. For an image,
annotation terms representing types to detect knowledge about
specific instances are used:

This image as a whole;

Regions in the image;

Qualities of these regions;

That part of the world the image represents as
representative of a type as this specific instance.

Image interpretation is the mapping of regions (image
segments) to pairs (instance, type) or the image segmentation
to instances in reality identified as instances of specific types.
Actual entities present in the image are regional segments
created by delineation. These entities are the so-called image
patterns. In addition, other kinds of segmentations exist, such
as segmentations according to quantitative and qualitative
spatial coordinates [4].

The image class definition can be done either by means of
sample images or through a linguistic description. A priori
information is represented by sample image parts. Two types
of sample image parts are taken into account: clusters (blobs)
that represent a region in the image, which delineates one
object of interest or an image area and patches that separate
one characteristic part of one object of interest. Therefore, an
object of interest is described by a series of patches with their
spatial relations. A priori information can also be represented
by a linguistic description. The description language is
generally made over a domain ontology. Therefore, the
description of an image class is an application ontology [2].

The semantic representation of remote sensing images is
characterized by the semantic definition of geographical
objects presented in the image and respective relations [6].
The spatiotemporal relationships are used to obtain space and
time related information of an image. The image contents are
analyzed, and the relationship between the content (image
objects) is obtained by means of spatial relationship. If the
spatial and the temporal dimensions are included into the part
of ontology, the image representation level is raised to the new
dimension. The spatial information describes the regions of
space. The digital image consists of various objects (or pixels),
and these objects are linked by using spatial relationships.

The Region Connection Calculus (RCC) is used for
representing high-level (qualitative) information in spatial
representation. The Region Connection Calculus takes regions
rather than points as a fundamental notion. The RCC
abstractly describes regions in Euclidean space (or in a
topological space) by their possible relations to each other.
The RCC includes eight basic relations that can exist between
any two regions. These basic relations are as follows:

X is disconnected from Y (DC);

Xis externally connected with Y (EC) ;
Xisequalto Y (EQ) ;

X partially overlaps Y (PO) ;

X is tangential proper part of Y (TPP);

X is tangential proper part of Y inverse (TPPi);
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e X is non-tangential proper part of Y (NTPP);
e X is non-tangential proper part of Y inverse (NTPPi).

DC (disconnected) means that the two regions do not
have a common point. EC (externally connected) means
that the two regions have only common point borders. PO
(partially overlapping) means that the two regions have
common interior points. But TPP (tangential proper part)
means that one region is a subset of the other region and
they have some common points along the margins [5].
Fig. 3 shows eight basic relations of the Region Connection
Calculus (RCC).

The Region Connection Calculus
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Fig. 3. The region connection calculus.

The association between geographic objects is represented
in the image; knowledge takes into account the recovery
process, and the topological relationships between the objects
are represented [6]. The topological relationship is also used to
tender quantitative information in spatial representation. The
relevant topological relationships are as follows:

e Proximity describes how close two or more objects
are;

Orientation describes the location and direction of an
object;

Connectivity means how two objects are linked with
each other;

Adjacency explains whether two objects are next to
each other or not;

Membership means whether an object belongs to a
particular group or not.



Information Technology and Management Science

2014 /17

Temporal relationships are described by instances of
relations, whose validity is a function of time [5]. Fig. 4 shows
a hierarchy of temporal relationships using an event.

Temporal relationship

Start date

Fig. 4. Temporal relationship.

IV. THE IMAGE REPRESENTATION ONTOLOGY (IRON)

In paper [3], a novel ontological approach that formalizes
concepts and relations with respect to image representations
for image mining — the Image Representations Ontology
(IRON) — was presented. It provides descriptors for pixels,
image regions, image features, and clusters. This approach
continues previous ontology approaches by including
application of spatial relations between clusters in
multidimensional feature spaces. The subject matter of
images, image-related entities and vector space-related entities
were used.

Images can be represented by the following image related
entities:

e Whole images;

e  Pixel, as the smaller part of an image;

e Image regions of interest (ROIs) that include self-
connected regions of pixels, where these regions can
have arbitrary shapes;

o Image features as properties of ROIs, images or
image collections such as time-series images.
Features include descriptors of intensity (histograms,
mean, standard deviation, skewness, kurtosis),
descriptors of texture (energy, entropy, contrast,
homogeneity, correlation, variance, Laplacian
transformation, gradient transformation, angular
second moment, flat texture, inverse difference
moment, etc.), descriptors of shape (curvature, area,
perimeter, etc.) [11], position, and size;

e Image Attributes (DICOM attributes, gamma values,
background color, textual metadata information), and
their values as describing the whole image together
with the process of the capture of the image.

The following vector space-related entities were included:
e Vector spaces with any dimensionality;
e Vectors that can be created by a set of image features,
such as histograms;
e Clusters of feature vectors extracted from an image
region.

Two Kkinds of relations: Representational Relation
Assertions (RRAs) and Spatial Relation Assertions (SRAS)
were used. The both of them were not modeled as object
properties but as classes that are structure that is more
complex. RRAs relate a given image, an image region, an
image feature, or a set of features to the object it represents.
SRAs relate clusters to each other. Such relations can also
include vectors because a single vector can be viewed as a
cluster of unitary number of elements. With the proposed
ontology, clusters can be defined in n-dimensional feature
spaces, where n>0. Directional relations between the clusters
indicate when one cluster is on the right or on the left of
another cluster across axis m. Such relations are marked as
“Right of across m axis” and “Left of across m axis”, where
m =1, ..., n. There are also two-valued and three-valued SRAs
(for example, “A is between B and C across axis m”). SRAs
include also distance relations, such as “Close to” and “Far
from”, and topological relations, such as “Intersects with”, “Is
interior to” and “Is exterior to”. The SRAs can be improved by
fuzzy logic so that the ambiguity of the real world relations
can also be captured.

Concrete domains like numeric values cannot be expressed
in Web Ontology Language with DL class (OWL-DL). Many
interpretation classes and features require the reference to
numeric values. This can be represented by OWL-DL using
XML schema. Comparing approach in [3] with published
image ontologies it has been claimed that it is the one that
most strictly implements principles of formal ontology. IROn
was mainly coined based on the idea of using the
formalization of 2D spatial relations to prevent uncertainty in
image interpretation. However, the 2D spatial relations
between the imaged objects can be defined by visual
observations, while the spatial relations in a multi-dimensional
space cannot be visually observed. In IROn this information
can be provided by the “ground truth” information extracted
from images annotated by domain experts. The “ground
truthing” refers to the process of gathering the proper
objective data. IROn can also be used to describe image
content with 2D spatial relations similarly to the current
imaging ontologies; for example, by using the pixel
coordinates as features. Therefore, IROn is in general more
used than current imaging ontologies.

V. CONCLUSIONS

In this paper, digital image semantic annotation by ontology
and a novel ontological approach that formalizes concepts and
relations with respect to image representations for data
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mining — the Image Representations Ontology (IROn) — were
examined.

An image is typically the representation of the objects
present in a real life. The interpretation of an image by the
computer is a highly complex task. To be able to perform the
computational processing of images, it is necessary first to
convert them into digital format. More challenging research
perspectives arise when ontologies are used to annotate
images where the information is encoded in numeric pixel
values. An ontology is a specification of conceptualization to
create a vocabulary for exchanging information, where
conceptualization means mapping between symbols used in
the computer (i. e., the vocabulary) and objects and relations
in the real world.

Therefore, ontologies can be viewed as a means for
semantic image annotation. Ontology-based semantic image
annotation can contribute to image management tasks such as
indexing and sharing of images and regions of interest by
providing a common semantic reference to align and query the
heterogeneous data available. Current approaches to bridge the
gap between the pixel-based foundational representation and
high level image semantics such as CBIR include the
utilization of taxonomies describing 2D spatial relations
between the imaged objects and, hence, linking image features
with semantics and, therefore, indexing images by combining
low-level features (intensity, texture, color, shape, size, etc.)
with features of high level image semantics, such as our
understanding of real-world objects.

The basic idea of relational entities is representation: for a
person or interpretant an image entity represents some type of
reality outside the image — an object, therefore they connect
viewers to reality. Instances represent what general exists in
reality — exists in numerous instances, e.g. databases,
inventories, images. Types are connected to their instances
and exist in objective reality — types of image, types of
imaging process, etc. Types are ontologies, terminologies,
catalogs, etc. Images represent instances in reality, but
ontologies represent types in reality and the relations between
these types.

A novel ontological approach that formalizes concepts and
relations with respect to image representations for image
mining — the Image Representations Ontology — was
examined. It provides descriptors for pixels, image regions,
image features, and clusters. This approach extends previous
ontology approaches by including application of spatial
relations between clusters in multidimensional feature spaces:
representational relation assertions and spatial relation
assertions. In addition, the subject matter of images, image-
related entities and vector space-related entities were used in
this approach.

Comparing the Image Representations Ontology with
published image ontologies it has been claimed that it is the
one that most strictly implements principles of formal
ontology.
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Artiirs Stepcenko, Arkadijs Borisovs. Uz ontologiju bazéta attéla reprezentacija

Attels parasti reprezenté realas pasaules objektus. Att€la interpretacija ar datora palidzibu ir sarezgits uzdevums, un, lai, bitu iesp&ams veikt skaitloSanas
darbibas ar att€lu, vispirms tas ir japarveido digitala formata. Digitalais attéls ir divdimensionala matrica, kuru veido diskrétas vertibas, ko sauc par pikseliem.
Ontologija ir konceptualizacijas specifikacija, lai izveidotu vardnicu informacijas apmainai, kur ar konceptualizaciju tiek saprasta realas pasaules objektu un to
attiecibu att€lo$ana ar datora izmantojamo simbolu (vardnicas) palidzibu. Tadgjadi ontologiju var apskatit ka lidzekli attela semantiskai anotacijai. Paslaik, lai
mazinatu plaisu starp uz pikseliem bazgtu attéla reprezentaciju un augsta limena attéla semantiku, izmanto taksonomiju, kas apraksta divdimensionalas telpiskas
attiecibas starp att€la objektiem, un tadgjadi sasaista att€la TpaSibas ar semantiku. Att€lus var indeksét,, kombingjot attéla zema limena Ipasibas (intensitate,
tekstira, krasa, forma, izmérs) ar att€la augsta limena semantikas ipasibam, ka, pieméram, realas pasaules objektu izpratne. Telpiskas un islaicigas attiecibas
raksturo attiecibas starp attéla objektiem. Telpiska informacija apraksta telpa esoSos regionus. Islaicigas attiecibas tiek aprakstitas ar instan¢u attiecibam, kuru
darbibas ilgums ir funkcija, kas atkariga no laika. Raksta tika apskatita jauna ontologiska pieeja — Att€la reprezentacijas ontologija (ARO). Ta nodro$ina
aprakstitajus pikseliem, attélu regioniem, attélu Ipasibam un klasteriem. ST pieeja paplasina iepriek3gjas ontologiskas pieejas, ieklaujot telpisko attiecibu
pielietosanu starp klasteriem daudzdimensionalas att€lu ipasibu telpas. Ari att€lu temats, ar att€lu saistitas vienibas un ar vektoru telpu saistitas vienibas tiek
izmantotas $aja pieeja. Salidzinot Attéla reprezentacijas ontologiju ar iepriek$ publicétajam attélu ontologijam, tika secinats, ka $T ontologija loti strikti Tsteno
formalas ontologijas principus.

Aptyp Crenyenxo, Apkaauii bopucos. IIpeacraBiieHue n300paskeHusi HA OCHOBE OHTOJIOTHHU

N300paskeHne 0ObIYHO MPEACTABIET 00BEKTHI pealibHOro Mupa. MHTepnperanus n300pakeHusi ¢ NOMOILBI0 KOMIIBIOTEpA - CIOXKHAs 3a/1a4a, U 4TOObl MOKHO
OBLIO COBEPIIATH BHIYUCIUTEIbHBIC OMEPALIMH ¢ H300paKEHHEM, BO-IIEPBbIX, H300pakeHHe Hal0 MpeacTaBuTh B iudpoBom dopmare. Linpposoe nzobpaxenue
SIBIACTCSL JBYMEPHOM MAaTpHIIeH, KOTOpas COCTOMT M3 JAUCKPETHBIX 3HAUCHUH, Has3blBaeMbIX NHKCEsIMH. OHTONOTHS sBIsieTCS  crienudukanyeit
KOHIIENTYyaIH3allH, [elb KOTOPOii - CAeNaTh CIOBaph s oOMeHa HH(opMauei, rae Mo KOHIENTyaln3anneil IOHUMAIOT 0TOOpaXeHne 00bEKTOB PeaabHOro
MHpa M UX OTHOIICHMl C IIOMOIIBIO CHMBOJIOB, MCIOJB3yeMbIX B KOMIbIOTEpe (cioBape). I103TOMy OHTONIOTHS MOXET pacCMaTpUBATHCS KaK CPEACTBO UL
CeMaHTHYeCKOW aHHOTanuH. /300paxkeHnst MOI'yT OBITh MHJCKCHPOBAHBI, KOMOMHHUPYS CBOMCTBA M300pakKeHHUs HU3KOTO YPOBHS (MHTEHCHBHOCTB, TEKCTYpa,
Kpacka, (opma, pa3Mep) CO CBOICTBAMH CEMAHTHKH HW300paKCHHs BBICOKOTO YPOBHS, KaK HampuMep MOHUMaHHE OOBEKTOB pPEATbHOrO MHpA.
IIpocTpaHCTBEHHBIC U KPATKOBPEMCHHBIC OTHOIICHHS OMMCHIBAIOT OTHOIICHUS MEXKIYy 00bekTaMu n3obpaxeHus. [IpoctpaHcTBeHHAs HH(OPMALHS OIMCHIBACT
PETHOHBI, KOTOpBIE HaXOMATCS B NPOCTpaHCTBE. KpaTKoBpeMEHHBIC OTHOIIECHHS ONMMCHIBAIOTCS C MOMOIIBIO OTHOIICHUH HWHCTAHIMH, NPOJOJDKHTEIEHOCTD
KOTOpBIX sBIsieTCs (YHKLHEH, 3aBHCSICH OT BpeMeHH. B crathbe ObUT pacCMOTPEH HOBBI OHTONOTHYECKHH MOAXOA, KOTOPBIA (HOpMaau3yeT MOHATHE U
OTHOIIEHHE ISl TpejcTaBieHus] n3o0paxenuit — Onronorust Ilpencrasnenust M3o0paxenus (OIIN). Ona obGecnieunBaeT cpeicTBa ONMMCAHMS IJIS TUKCENEH,
PETHOHOB M300pa’keHHi, CBOHCTB M300paXkeHHH M KJIACTEpPOB. DTOT MOAXO[ JOIONHSET CYLIECTBYIOIIHE OHTOJIOTHYECKHE IOIXOABI, BKIIOYas IPUMEHEHUE
HPOCTPAHCTBEHHBIX OTHOLICHUH MEXIy KlacTepaMH B MHOTOMEPHBIX IIPOCTPAHCTBaX CBOMCTB M300paykeHHH. B 1aHHOM IOAXO0/E TAKXE HCIONB3YIOTCS TEMbI
HU300paKEHHUS, CBA3AHHBIE ¢ M300paXKEHUEM €IMHUILIBI U IPOCTPAHCTBOM BEKTOPOB eanHMLbl. CpaBHuBas Onronoruto IlpencraBnenus M3o0paxeHus ¢ panee
OITyOJIMKOBaHHBIMH OHTOJIOTHSIMU H300pa)keHMi, ObLT CHIeIaH BBIBOJL, YTO 3TA OHTOJIOTHSI OUY€Hb CTPOTO COOJIOaeT MPUHIUIEI ()OPMATBbHOW OHTOJIOTHH.
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