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Abstract — An ontology is an explicit formal conceptualization
of some domain of interest. Ontology application is widely used in
multi-agent systems. Ontology provides the channel through
which software agents interact; therefore, if the ontology
definitions have not been sufficiently evaluated, communication
between software agents may not succeed. Ontology evaluation
guarantees to end users the correctness and completeness of
ontology definitions and software. The goal is to detect wrong,
incomplete or missed definitions in the ontology. The study is
based on multi-agent system application for raw materials
management task. The common ontology is used for agent
cooperation; the quality of ontology is measured with ontology
evaluation techniques.

Keywords — Application-based ontology evaluation, data-driven
ontology evaluation, golden standard, ontology evaluation.

[. INTRODUCTION

Ontology evaluation task is to measure the quality of the
ontology. Ontology makes sure that the meaning of the data
exchanged between and within systems is consistent and
shared by computers (expressed by formal models) and
humans (as given by their conceptualization). Ontology allows
all participants to speak a common language [1].

Ontology, as well as all engineering artifacts, needs a
thorough evaluation. However, ontology evaluation poses
some unique challenges: due to the declarative ontology
nature developers can not just compile and run it like most of
other software artifacts. This is data that have to be shared
between various components and used for potentially different
tasks [1].

Its role is to provide a formal semantics to terms in order to
use them in the machine processable way. Ontology allows to
share and formalize conceptualizations, and thus to enable
humans and machines to easily understand the meaning of the
data exchanged. This allows automatically aggregate, use and
reuse distributed data sources, thereby creating an
environment in which agents and applications can work
together for the benefit of the user to still inexperienced level
[1].

The central role of ontology in the agent system makes the
evaluation of the ontology an important and worthwhile task:
mistakes or omissions in the ontology can lead to not realizing
the full potential of the data exchanged in the application.
Good ontology leads to a higher degree of reuse and better
interaction [1].

Some examples of disadvantages of the low-quality
ontology: ontology readability may be affected if the
vocabulary or syntax contains errors; reasoners may not be
able to infer the answers in case of conflicting semantics.
Unspecified ontology prevents automated ontology mapping
approaches. On the other hand, high quality ontology can be
easily reused, can be featured more easily in the existing

application, and will be easier to detect and actively omit the
errors in the data [1].

II. RAW MATERIALS MANAGEMENT TASK FOR ONTOLOGY
EVALUATION TECHNIQUE APPLICATION

This paper presents a study based on the use of multi-agent
system for the task of raw material management. The example
from the field of microelectronics, in particular, the company
producing chips is discussed in this paper. Chip production
requires raw materials, for example, crystals timely saturation
in the warehouse. Today, the purchase of crystals is made by
the purchasing department manager by phone, fax and e-mail.

Multi-agent systems are widely used for the tasks of supply
chain management, particularly for raw materials management
tasks. Multi-agent system provides a decentralized system; the
global behavior of the system is determined by individual
behavior of agents who use their own behavior rules, exist in a
shared environment and interact with the environment and
other agents. This makes multi-agent system most suitable for
this task. Agents use a common ontology or taxonomy for
negotiations, thus allowing agents to understand the substance
of the negotiations. Ontology in the multi-agent system
provides the channel through which software agents interact;
therefore, if the ontology definitions have not been sufficiently
evaluated, communication between software agents may not
succeed. The outputs of application or its performance depend
on used ontology in it. Ontology evaluation guarantees to end
users the correctness and completeness of ontology definitions
and software [2].

The following infrastructure was used for constructing the
system: Java and JADE - platform in which agents exist and
interact, it gives agents the basic services necessary to their
existence, Protégé ontology editor for ontology development,
Ontology Bean Generator to convert the domain ontology in
JADE classes, MySQL for database support, Apache Ant to
compile the code and NetBeans IDE as an integrated
development environment [2].

III. CLASSIFICATION OF ONTOLOGY EVALUATION
APPROACHES

Ontologies are not artifacts in a narrow sense, but are
expressed by ontology documents, which in turn are artifacts.
Evaluation methods are descriptions of procedures that assess
a specific quality of an ontology. Since methods cannot asses
an ontology directly (since they are not artifacts), methods
always directly evaluate ontology documents.

Only indirectly it is possible for an evaluation method to
assess an ontology (i. e., by assessing the ontology document
that expresses the ontology) [1].
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Various approaches to the evaluation of ontologies have
been considered in the literature, depending on what kind of
ontologies is evaluated and for what purpose. Broadly
speaking, most evaluation approaches fall into one of the
following categories [3], [4]:

+ those based on comparing the ontology to a “golden
standard”, which may itself be an ontology [5], [6];

* those based on using the ontology in an application and
evaluating the results [7];

* those involving comparisons with a source of data (e. g., a
collection of documents) about the domain to be covered by
the ontology [8];

* those where evaluation is done by humans, who try to
assess how well the ontology meets a set of predefined
criteria, standards, requirements, etc. [9], [10], [11].

TABLE I
EVALUATION APPROACHES IN DIFFERENT LEVELS

Golden Application- Data- Assessment

Level standard based driven by humans
approach approach approach

Lexical,
vocabulary, + + + +
concept, data
Hierarchy, n " . .
taxonomy
Other
semantic + + + +
relations
Cont-extT 4 N
application
Syntactic + +
Structure,
architecture, +
design

In addition to the categories of evaluation above, ontology
evaluation approaches can be grouped based on the level of
evaluation, as described below. An ontology is a fairly
complex structure and it is often more practical to focus on the
evaluation of different levels of the ontology separately rather
than trying to directly evaluate the ontology as a whole. The
individual levels have been defined variously by different
authors, but these various definitions tend to be broadly
similar and usually involve the following levels:

- Lexical, vocabulary, or data layer;
- Hierarchy or taxonomy;

- Other semantic relations;

- Context or application level,

- Syntactic level;

- Structure, architecture, design.

Table I summarizes which approaches from the categories
above are commonly used for which of these levels. The
detailed description of ontology evaluation approaches based
on the level of evaluation is described in [3].
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IV. AN OVERVIEW AND APPLICATION OF THE APPROACHES

A. Data-driven Approach

Data-driven approach is that, where the ontology can be
evaluated by comparing it to textual documents about the
domain that is to be covered by ontology. The authors [8]
proposed to compare one or more ontologies with corpus of
documents, rather than to compare one ontology to another in
order to find the most appropriate one. They extracted a set of
relevant domain-specific terms from the corpus of documents,
applying Latent Semantic Analysis and clustering method.
Then they used WordNet to add two levels of hypernyms to
each term in a cluster. And finally, the set of terms is
identified in the corpus, mapped to the ontology. The amount
of overlap between the domain-specific terms and the terms
appearing in ontology can then be used to measure lexical
keyword coverage by ontology labels. The ontology can be
penalized for terms present in the corpus and absent in the
ontology, and for terms present in the ontology, but absent in
the corpus. They also proposed a “tennis measure” for two
ontologies with the set of identical concepts, which have
different organization of concepts, thus have different distance
from each other [8], [3].

The document of raw material procurement process is
available. Five different ontologies were constructed for the
evaluation approach. Having the corpus and five ontologies,
the comparison of each one to the corpus was done.

First of all, two questions were asked: how many words
from the corpus were in the ontology? How many were not?
The overlap between the domain-specific terms and the terms
appearing in ontology used to measure lexical keyword
coverage by ontology labels. We used the precision and recall
method. Precision (1) in this context is the percentage of the
ontology lexical entries that also appear in the corpus, relative
to the total number of ontology words. Recall (2) is the
percentage of corpus lexical entries that also appear as concept
identifiers in ontology, relative to the total number of corpus
lexical entries.

Precision = L (1
TP + FP

Recall = L 2
TP + FN

Where TP = true positive, FN = false negative, FP = false
positive, TN = true negative.

Table II shows the results of precision and recall method for
five developed ontologies.

TABLE 11
PRECISION AND RECALL METHOD RESULTS FOR FIVE ONTOLOGIES
1 2 3 4 5
Precision 64% 41% 59% 72% 32%
Recall 84% 50% 72% 89% 41%
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The next step was to find similarity in concept spelling. One
set of concepts was compared to the set of corpus terms. The
second step was performed by Levenshtein edit distance
method. Edit distance — the minimum edit distance between
two strings is the minimum number of editing operations
needed to transform one into the other, like insertion, deletion
or substitution.

The Levenshtein edit distance formula and examples can be
found in [12].

TABLE III
LEVENSHTEIN EDIT DISTANCE FOR FIVE ONTOLOGIES
1 2 3 4 5
Levenshtein edit distance 16 30 14 16 0

The results in Table II and Table III have shown that the
fourth ontology is the most appropriate for a current task of
raw material procurement.

B. Application-based Approach
Ontology in the multi-agent system provides the channel
through which software agents interact; therefore, if the
ontology definitions have not been sufficiently evaluated,
communication between software agents may not succeed.
The authors [7] propose evaluating ontologies by putting them
into the application and evaluating the results. Good ontology
is one, which produces good results on the given task. This
approach has several drawbacks: 1) it can be seen that the
ontology is good or bad when used in a particular way for a
particular task, but it is difficult to generalize this observation;
(2) the ontology could be only a small component of the
application and its effect on the outcome may be relatively
small and indirect; (3) comparing different ontologies is only
possible if they can all be plugged into the same application.
Five ontologies were developed in Protégé ontology editor,
then converted by Ontology Bean Generator in JADE classes;
NetBeans IDE as an integrated development environment was
executed in order to evaluate the produced results.
Five ontology-based agent systems have shown the
following results:
1. The use of the first, second, third and fifth ontology
is not enough for solving the problem.
2. The fourth ontology has shown the best evaluation
results, cooperation between agents is achieved (see

Fig. 1).
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Fig. 1. Agent cooperation in JADE, using the fourth ontology.

C. Golden Standard Approach

The idea of golden standard approach is in comparison
with concepts in the evaluated ontology to “golden standard”,
which can be another ontology, considered a good
representation of the concepts of the problem domain under
consideration, or it could be taken from a corpus of
documents, or prepared by a domain expert. Evaluation of the
ontology can also be based on the precision and recall method,
comparing ontology with a human-provided golden standard.
In this context, precision is the fraction of the labels that also
appear in the golden standard relative to the total number of
labels. Recall is the percentage of the golden standard lexical
entries that also appear as labels in the ontology, relative to the
total number of golden standard lexical entries. Similarity
between strings can be measured by the Levenshtein edit
distance. The authors [5] propose several measures, such as
the semantic cotopy of two hierarchies, for comparing
structural aspect of two ontologies. Evaluation of an ontology
on the semantic aspect can also be based on precision and
recall measures [1]. The drawback of golden standard
approach is the requirement for a lot of manual human work.
However, once the golden standard is defined, comparison of
two ontologies can proceed entirely automatically [3].

The fourth ontology was taken as a golden standard and was
compared with others.

TABLE IV
PRECISION AND RECALL MEASURES FOR GOLDEN STANDARD APPROACH
1 2 3 5
Precision 100% 68% 86% 41%
Recall 77% 68% 86% 32%

The results depicted in Table IV and Levenshtein edit
distance have shown that the first ontology and the third
ontology have better results than the second and the fifth
ontology, having the fourth ontology as a golden standard.

D. Predefined Criterion Ontology Evaluation

This approach of ontology evaluation deals with the
selection of a good ontology from a variety of ontologies as a
decision-making problem. For the evaluation of ontology,
several decision criteria or attributes must be defined and a
numerical score for each criterion is given. An overall score
for the ontology is then calculated as a weighted sum of its
per-criterion scores. A drawback is that a lot of manual
involvement by human experts may be needed.

Ontology evaluation can address a number of several
different criteria. Therefore, the first task of the evaluator is to
choose the criteria relevant for the given evaluation and then
the proper evaluation methods to assess how well the ontology
meets these criteria [1].

Different criteria and methods were analyzed by [1]. Five
criteria have been chosen from this literature survey: accuracy,
clarity, completeness, conciseness and consistency (see
Fig. 2).
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‘ Select the most appropriate ontology for a raw material management task

Accuracy ‘ Clarity ‘ Completeness Conciseness Consistency ‘
0327 0.156 0.442 0.104 0.072
10ntology 10ntology 1Ontology 10ntology 10ntalogy
20ntology 20ntology 20ntology 20ntology 20ntology
S0mtalogy 30ntology SOntology S0ntology S0ntology
A0mtology A0mtology A0mtology A0mtology A0mtology
SOntology SOntology SOntology SOntology S50ntology

Fig. 2. A hierarchy tree with criteria calculated eigenvector.

® Accuracy: A higher accuracy comes from correct
definitions and descriptions of classes, properties, and
individuals.

e Clarity: Definitions should be objective and independent
of the context. When a definition can be stated in logical
axioms, it should be. All entities should be documented with a
natural language.

o Completeness: Completeness measures if the domain of
interest is appropriately covered. All the knowledge that is
expected to be in the ontology is either explicitly stated or can
be inferred from the ontology.

e Conciseness: Conciseness is the criteria that states if the
ontology includes irrelevant elements with regard to the
domain to be covered or redundant representations of the
semantics.

o Consistency: Consistency describes that the ontology does
not include or allow for any contradictions.

The authors [9] offer Ontometric — applying the Analytic
Hierarchy Process (AHP) in the Ontology Choice. It can be
used to: 1) select the most appropriate ontology among various
alternatives or, 2) decide on the suitability of a particular
ontology for the project.

Taking into account the general steps of AHP, described in
[7], they have adapted the method to be used in the reuse of
ontologies:

Step 1: specify the objective of the problem — “Select the
most appropriate ontology for a raw materials management
task”;

Step 2: build a hierarchy tree in this way: the root node is
the objective of the problem, the intermediate levels are the
criteria, and the lowest level contains the alternatives.

Step 3: for each set of brother nodes, make the pairwise
comparison matrices with the criteria of the decision tree. For
each comparison matrix, an eigenvector must be calculated.

Step 4: for each alternative ontology, assess its
characteristics. For each one of these characteristics, the
engineer should establish a scale of appropriate ratings.

Step 5: lastly, combine the vectors of weights obtained in
step 3 with the values of the alternatives. Finally, the suitable
ontology is chosen based on the results obtained.

Please refer to [9] for a better understanding of AHP
method and Ontometric method.

TABLE V
APPLIED AHP METHOD FOR SELECTING BEST ONTOLOGY

Final Result
0.575
0.305

Ontology!

Ontology2
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Ontology3 0.551
Ontology4 0.852
Ontology5 0.340

The results in Table V have shown that the fourth ontology
is the most appropriate one.

V. RESULTS

The study of ontology evaluation techniques has shown that
evaluation approaches can be categorized by evaluation
means: data-driven, application-driven, by humans or
comparing to golden standard, or based on the level of
evaluation: lexical, hierarchical, syntactical etc. Five different
ontologies were developed for the multi-agent system for raw
materials management task:

1) The first ontology consists
relationships — taxonomy;

2) The second ontology with grammatical mistakes;

3) The third ontology is incomplete;

4) The fourth ontology is complete;

5) The fifth ontology refers to a chip manufacturing domain
area.

These five ontologies were evaluated by four approaches,
and the following results were achieved:

1) Data-driven approach showed that the most appropriate
ontology for the task was the fourth one, because of its highest
indicators of precision and recall measures comparing corpus
terms with ontology concepts and because of Levenshtein edit
distance measure in concept spelling similarity.

2) Application-based approach could show the performance
of these five ontologies applied in a real multi-agent system.
As a result — only the fourth ontology could be used in an
agent system, because of its completeness, others — due to
incompleteness and grammatical mistakes did not show good
performance.

3)The fourth ontology was taken as the expert-provided
golden standard and was compared with other four ontologies.
Better results were shown by taxonomy and incomplete
ontology.

4)Predefined criteria ontology evaluation had the following
result — the fourth ontology was the most appropriate ontology
using the five criteria in its evaluation by means of an
analytical hierarchy process.

only of hierarchical

VI. CONCLUSION

This paper has proposed a study of ontology evaluation
techniques. Practical experiments were based on the
developed ontologies for a multi-agent system, solving raw
materials management task.

The ontology evaluation results have shown that only
complete, with high accuracy developed ontology can be
applied in ontology-based systems for its performance;
otherwise, ontology application cannot offer its full potential
in an agent system.
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Darja Plinere, Arkadijs Borisovs. Ontologiska zinaS§anu mode]a novértéSana

Saja raksta ir izpétita ontologijas novertésana, uzbiivéta izejvielu parvaldibas uzdevumam, pielietojot multi-agentu sistému. Ontologija agentu sistémas nodrosina
ar vienadu izpratni par informaciju, ar kuru apmainas agenti, risinot uzdevumu. Ontologija ir kanals, caur kuru agenti mijiedarbojas. Lidz ar to, sistémas efektigai
darbibai ir nepiecieSams novertét uzbavetas ontologijas kvalitati un tas piemérotibu uzdevumam. Ontologiska zina$anu modela novertésanas pétijuma rezultata
tika identificétas Cetras pieejas novertésanai — vairaku kriteriju, salidzinajums ar zelta standartu, balstoties uz datiem un balstoties uz pielietojumu pieeju. Pieejas
var ari klasificét attieciba uz novértéjuma limeni — sintakses, hierarhijas, attiecibas u.c. Lai veiktu p&tijumu, tika uzbuvétas piecas ontologijas, un katra no tam
tika paklauta novértésanai Setras pieejas. Pirmajai ontologijai ir tikai hierarhiskas attiecibas (taksonomija), otra ir — ontologija ar gramatiskam kladam, tresa —
neaptver visu priek§meta apgabalu (nepabeigta), ceturtda — aptver visu priek§meta apgabalu un piekta — ir ontologija, kas saistita ar raZo$anu, nevis ar izejvielu
pasitijumu. Pieeja, kas balstita uz datiem, salidzinaja pasttijuma procesa dokumentu un uzbtivéto ontologiju. Tika izmantotas $adas metodes — precizitate un
pilnigums, lai novertétu prick§meta apgabala segumu ar ontologiju, ka arl Levensteina attdlumu, lai noteiktu, cik liela méra ontologijas koncepti sakrit ar
dokumenta terminiem. Pieeja, kas balstita uz pielietojumu, ontologija ir ieklauta agenta sistéma, un agentu mijiedarbibas rezultati tika pétiti. Tikai ontologija, kas
konstruéta ar augstu precizitati un kas sedz visu priekSmeta apgabalu, var dot rezultatus no tas izmantoSanas. P&éc tam tika izdarita salidzinosa analize ar zelta
standartu un noteikta daudz-kriteriju ontologijas kvalitate. Salidzinajums ar zelta standartu tika veikts ar tam pa$am metodém, ka pieeja, kas ir balstita uz datiem.
Daudz-kritériju pieeja tika izmantots algoritms — analitiskais hierarhiskais process. Visas ¢etras pieejas novértéja ceturto ontologiju ka vispiemérotako ontologiju
§im uzdevumam.

Japbs Ilnunepe, Apkaauii Bopucos. Onenka kayecTBa OHTOJIOTHYECKOH MO/eTH 3HAHMI

B naHHOM craThe uccieayercs OLEHKa KayeCcTBa OHTOJIOIMH, IMOCTPOCHHOM JUIs pEeleHUs 3aJauyd yNpaBieHHs MaTepHalbHBIMU peCypcaMH IPeIlpHATHI C
MMOMOUIBI0 MHOTOAreHTHOW cHCTeMbl. OHTOJOTHS B areHTHOW CHCTeMe OO0ECIEeYMBACT OJMHAKOBOE IOHMMAHME areHTaMM HH(GOpMAIWHU, KOTOPOil OHU
O0OMEHHUBAIOTCS JIJIsL PEIICHHMS MTOCTABJICHHBIX 3a7a4. OHTONOrHS TpeACcTaBIseT cOO0N KaHall, Yepe3 KOTOPbIA areHThl B3auMOJIeHCTBYIOT. Clie[OBaTENbHO, IS
(YHKLIHOHHPOBAHHS CHCTEMBI HEOOXOJMMO OLIEHHUTH KAauecTBO Ipe/JlaraéMoil OHTOJIOTMH M ee NPHIOJHOCTb K JTaHHOH 3amade. B pesymbpraTe mcciemoBaHus
OIICHKH Ka4eCTBa OHTOJIOTHYECKOW MOJENU 3HAaHWH ObUIM BBIIBICHBI YETHIPE ITOJXOJIAa OLCHKH KayecTBa — MHOTOKPUTEPUAIIbHBIH, CPABHEHUE C 30JI0THIM
CTaHJapTOM, OCHOBaHHbII Ha JIAHHBIX U OCHOBAHHBIM Ha pUMeHEeHHH. [10/1X0/IbI TaKKe MOXKHO KJIaCCH(UIUPOBATH OTHOCHTEIILHO YPOBHSI OLICHKH — CHHTAKCHC,
Hepapxusi, OTHOUIEHUS U T.I1. [y MpoBeJeHus UCCIIeJOBAaHUS ObUIO MOCTPOCHO MATh OHTOJIOTUH, KaXJiasi U3 HUX [OJBEprajach OLEHKE YEThIPbMS I10/1X0/1aMHU.
TlepBast OHTOIOTHS UMEET TOJBKO HEPAPXMUYECKUE OTHOIICHHUS (TAKCOHOMHUSI), BTOPAst — OHTOJIOTHUSI C TPAMMATHYECKUMHU OLIMOKAMH, TPEThSI — HE OKPBIBAIOIIAS
MPeAMETHYIO 00J1acTh (HEIOJIHAS), YeTBEpTask — MOKPBIBAIOIIAsl BCIO MIPEJAMETHYIO 00JIaCTh, U MSATask — OHTOJIOTHS, OTHOCSIIASICS K TIPOM3BOJICTBY, a HE 3aKYIIKE
cbIpbs. 110/1X0/1, OCHOBaHHBIH Ha JaHHBIX, CPABHUJI JIOKYMEHT, ONUCHIBAIOILUH MPOLECC 3aKYIKH ChIPbsl, U IIOCTPOECHHbIE OHTOJIOTUH. M CII0Ib30BaIMCH METOIb
TOYHOCTH M TOJIHOTHI JJISI OLIEHKHM TOKPBITHS OHTOJIOTHEH NpeIMETHOW o0JIacTH, a TakKe paccTosiHue JIeBeHIITEHHA AJsl ONpeneNeHUst TOro, HACKOJIbKO
KOHLIENTBI OHTOJIOTMH COBIIAJIAIOT C TEPMHUHAMH JOKyMEeHTa. B 1M0/1X0/1e, OCHOBAaHHOM Ha NMPUMEHEHHH, OHTOJIOTMU OBUIM BKIIOUEHBI B areHTHYIO CUCTEMY, U
HCCIIEIOBAIIICH PE3YJIBTATHI IEPETOBOPOB MEK/1y areHTaMu. TOJIbKO OHTOJIOTHS, IOCTPOEHHAS C BBICOKOH TOYHOCTBIO M MOKPBIBAIOIIAS MPEIMETHYIO 00JI1acTh,
crnocoOHa JaTh pe3yjbTaT OT €€ NPHUMEHEHHs. 3aTteM ObUI NMPOM3BEICH CPAaBHHUTENBHBIA aHANM3 C 30J0THIM CTAHJAPTOM M IIPOBEJICHA OLIEHKAa KayecTBa
OHTOJIOTUH MHOTOKPUTEPUAIIBHBIM CIIOCOOOM NMPUHATHS petieHus. CpaBHEHHE C 30JI0THIM CEYEHHEM ObLIO MPOU3BEICHO TEMH XK€ METOJAMH, YTO U B MOAXOJE,
OCHOBAaHHOM Ha JIaHHBIX. B MHOrOKpHTEpHaIbHOM MOAXOJAE HCIOJIb30BAJCAd AIrOPUTM — AHAIMTHUYECKMH HepapXudeckuil mpouecc. Bo Bcex pesynbraTax
YeTBEePTask OHTOJIOTUS OblIa OLIEHEHA KaK HanboJiee MoaXO0s1Iast JUlsl OCTaBJICHHOH 3a1a4n.
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