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Abstract — The paper discusses risk management and analysis
of a small enterprise. A particular enterprise-oriented analysis
approach is developed and performed using such research
methods as descriptive modeling, business process modeling,
ABC analysis, risk identification and classification, qualitative
and quantitative risk analysis. The customer service level is used
as a performance indicator of quality. The paper introduces the
statistical approach to the analysis of the dependence of quality
from an inventory management strategy under uncertainty of
demand in different scenarios. The analysis of simulation results
shows how a certain approach can be applied to reveal sensitive
spots and gaps in the business process.

Keywords — Business process modeling, risk analysis, risk
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I. INTRODUCTION

The pressure of globalization and rapid technological
advancement of the recent years have made risk management
and analysis a focus for most companies. Despite the wide
variety of issue-related information sources, there is no unified
approach to risk analysis; furthermore, most of the sources
tend to consider only large enterprises. The aim of the study is
to demonstrate a particular enterprise-oriented modeling-based
risk analysis approach of a small enterprise.

Research on the significance of small enterprises revealed
that small business has relevant benefits for both the
entrepreneur and the country, having a significant impact on
the development of Latvian entrepreneurship and its
successful recovery from the 2008/2009 economic crisis,
being accountable for over 90 % of all economically active
enterprises in Latvia in the year 2013, encouraging regional
business and employing over 50 % of all residents throughout
the last 5 years, also being accountable for over 40 % of the
overall gross value added in the country and, therefore,
playing an important role in the gross domestic product
generation and development of the Latvian economy [1].

In order to choose the most applicable methods, tools and
techniques of risk analysis for a particular small enterprise, a
local map shop, an in-depth study of risk analysis, is carried
out based on [2]-[24], starting with the very basics of risk
definitions, classification, risk management frameworks and
other important subject related issues.

This is followed by the development of the business process
model for the particular business, using modeling language
ArchiMate [25]. The developed model is used as the
foundation for understanding company’s business in a clear
illustrative way and underlying the course of the following
risk analysis.

This approach reflects the novelty of the study through
combining business process modeling with a risk analysis, as
well as combining different risk analysis methods and
techniques to develop an individual risk analysis approach.

The practical risk analysis of the enterprise is carried out in
three major steps. Step one is described as the preliminary
analysis, devoted to inventory arrangement and ABC analysis,
defining the most important inventory group in terms of use
by value. Step two performs the method of qualitative risk
analysis combining such risk analysis techniques as the semi-
structured interview and cause-and-effect analysis for risk
identification and classification, and combination of risk
assessment table and risk matrix for risk evaluation and record
of prevention and mitigation measures. Step three executes the
quantitative risk analysis for the time period of 34 weeks, by
developing a mathematical simulation model using Microsoft
Office Excel, combining such techniques as the Monte Carlo
simulation and scenario analysis.

II. PRELIMINARY ANALYSIS

The study of the particular enterprise business process
showed that the main process was the sales management and
the main object in this process was the inventory [26]. In order
to carry out further inventory analysis, a certain arrangement
of the shop’s inventory was performed, distinguishing seven
groups of items based on their type. Each item type was given
a code name consisting of a Latin alphabet letter. This
arrangement was further used for the ABC analysis to define
the most important item groups in terms of use by value which
would require most attention of management and analysis
[27]. The use in terms of value was calculated for each of the
previously defined product groups, as in (1). Equations (1)
and (2) were adapted from [27].

U=0-P, (1)

where U is the use in terms of value of a certain item, €; Q is a
number of item units sold in a particular time period; P is a
unit cost, €.

Percent of total use in terms of value was calculated, as in

2):
U

Upo, =——-100%,
= o )

where Up, is a percent of total use in terms of value for an
item group, %; U is the use in terms of value of an item group,
€; Ur is a total use in terms of value of all item groups
together, €.

A typical percentage distribution of use by value for
categories was as follows: A category items — 80 %, B — 15 %,
C—5%. This is also referred to as a standard Pareto analysis
or “rule of 80/20”, which suggests that 20 % of inventory
items need 80 % of the attention, while the remaining 80 % of
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items need only 20 % of the attention [28]. It is important to
note that this percentage can also vary, depending on the
actual items [29], as illustrated in Fig. 1.

Items of 4 category were further analyzed in a quantitative
risk analysis as they contributed most in terms of use by value.

III. QUALITATIVE ANALYSIS

Major risks of the retailer under the study are mainly
associated with the inventory or will have an impact on
inventory management if they occur.

Qualitative analysis starts with risk identification through a
semi-structured interview, which involves certain aspects of a
scenario analysis. A list of risks is provided in [26]
considering most realistic potential risks and risk sources to
the particular business. The list was constructed on the basis of
the study on the subject related literature sources [2]-[24] and
an insight in the company’s business process. Results of the
semi-structured interview were comprehensively illustrated
through a cause-and-effect analysis or the so-called Ishikawa
diagram, which can be found in [26]. Fragment of the diagram
is given in Fig. 2.

The negative effect resulting in occurrence of certain risks
is defined as the failure to meet predefined business objectives
and satisfy customers. Example of a risk cause is customer
associated risks such as inaccurate demand forecast, return of
a purchase and other risks.

The obtained information is then summarized in a risk
assessment table, using risk matrix to rank the risks and see
which risks acquire most attention, according to their
likelihood of occurrence and the impact on the main business
objective should they occur.

Assigned likelihood and impact criteria have to be
stipulated a prior assignment.

In the table suggestions are made on how the identified
risks could be prevented or mitigated should they occur or
what measures have already been taken by the management.
Both the adapted risk matrix and table can be found in [26].

This analysis brought management’s attention to the
extreme risks in the business that had not been identified and
considered prior a qualitative analysis; an example of such risk
factor is suspension of globe supply.

It is important to understand that each business has both
common and very specific risks that have to be considered
during the analysis, as well as classification and division of

B A -globes: maps and
atlases

B B - souvenirs; books

C - compasses; GPS;
travel videos

Fig. 1. Map shop’s inventory categories and percentage of their total use in
terms of value.
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Fig. 2. Fragment of Ishikawa diagram.

Risks and the design of the risk assessment table are highly
subjective as there is no unified approach.

IV. QUANTITATIVE ANALYSIS

This analysis provides a more numerical data-based
approach to the risk previously described by a qualitative
analysis, as concisely presented in Table 1.

Inventory data obtained from the company presents certain
quantitative information gaps that put restrictions on the
further options of the quantitative analysis. For instance, there
is no information concerning the dynamics of the demand,
which excludes the use of discrete-event simulation software
tools [30]. This aspect determines the criteria for choosing the
indicator under the study of the analysis having it not to be
directly connected with costs. Such an indicator is a service
level.

As the available data are quite limited, generalized and
insufficient to perform an accurate and in-depth quantitative
analysis, the purpose of this study is to demonstrate a practical
use of such quantitative risk analysis techniques as the Monte
Carlo simulation and scenario analysis and see what general
trends can be observed in the change of service level under
different demand variation scenarios using Microsoft Office
Excel 2007 (MS Excel), thus analyzing the risk of failing to
satisfy the customer.

The analysis was performed for the time period of
34 weeks, considering only the items of A category as they
had been previously categorized as the most important in
terms of use by value [26].

TABLE 1

ANALOGY BETWEEN THE ANALYZED ASPECTS OF QUALITATIVE
AND QUANTITATIVE ANALYSIS

Risk analysis

method Analyzed risk

Effect on the main goal

Difficult to predict
demand accurately

Increasing number of

litative analysi .
Qualitative analysis unsatisfied customers

Quantitative

. Service level fluctuations
analysis

Demand variation
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The first step of the quantitative risk analysis is to
determine the type of theoretical distribution that best fits the
character of the demand. An assumption is made that the
demand is best described by truncated normal distribution,
that is known to represent the properties of a service process
and allows analyzing a system with several random variables,
and also excludes negative values [30].

The next assumption is the choice of a supply tactic, when
all that is known regarding the supply is the total value of the
34-week period. As there is no information on whether, if any,
actual tactic is used by the company; it is assumed that a
weekly supply is equal to the mathematical average, as in (3):

551 3)
n

where S is an average weekly supply, €; Sy is a total supply
per time period of 34 weeks, €; n is a number of weeks.

When the basic assumptions are made, it can be continued
with Monte Carlo simulation for random number generation to
model demand — the continuous random variable of our
system. To start this simulation using MS Excel, we must
define the initial parameters, which are as follows: average
weekly demand; standard deviation of the demand according
to the chosen scenario; a and b (see Fig. 3) as additional
constraints for random number generation.

The average weekly demand is calculated in the same
manner, as in (3), except the values in the equation are for
demand.

Equation (4) is adapted from [31] and used to assign
standard deviation for demand.

op =x-D, 4)

where op is a standard deviation for demand, €; D is an
average weekly demand, €; x is a decimal fraction of the
demand variation percent according to a chosen variation (a
chosen scenario).

MS Excel does not operate with truncated normal or
distribution, only the normal distribution [32], which allows
negative values, not valid in the case of demand. As illustrated
in Fig. 3, adapted from [33], continuous random variables
(demand, in our case) are described using a cumulative
distribution function and the generation of random variables
uses the inverse-transform technique Y: FY(y).

In simple terms, we start with the value on the vertical axis
x;, representing the random numbers generated by MS Excel
(greater than or equal to 0 and less than 1) to find the value on
the horizontal axis y;, representing the demand value for each
week (Di), as opposed to the traditional approach. However,
this technique also allows for negative values, not valid for
demand. Additional constraints @ and b are required to
respectively define the lower and upper limits on the
horizontal axis. a is defined as 0 and b is defined as 3 standard
deviations (30p), thus eliminating the area on the left-hand
side of the vertical axis, to provide solely positive random
variable generation.
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Fig. 3. Graphical representation of the inverse-transform technique.

When the previously mentioned steps are performed, the
Monte Carlo simulation or, in other words, random demand
value generation, can take place using a combination of such
MS Excel functions as NORMINV and RAND [32].

After the demand is generated for each week of the 34-week
period, we continue with the weekly residue calculation,
taking into account that no negative values must appear.
Equation (5), adapted from [34], describes the calculation of
residue. The same equation is used to calculate loss, except in
the case of loss MS Excel function allows for negative values.

R; =1; +S; = D;, 6)

where R; is a residue at the end of the week, €; I; are items in
stock at the beginning of the week, €; S; is the average weekly
supply, €; D; is a demand of the week, €; i is a serial number
of a particular week, (i = 1,34).

Table II presents one section (1 experiment) of the MS
Excel simulation table. In total, 10 scenarios were carried out
with demand variations of 20 %, 25 %, 30 %, 40 %, 45 % — 50%.
Fewer values of variation simply proved to have no effect on
the service level when performing the MS Excel simulation.

For each scenario, 100 replications (100 experiments) were
conducted, each time generating a different demand value for
each week, accordingly also changing in terms of stock,

TABLE I

SECTION OF A DEMAND VARIATION SIMULATION TABLE REPRESENTING ONE
EXPERIMENT UNDER THE SCENARIO OF 50% DEMAND VARIATION

‘Weeks Stock Supply Demand Residue Loss
(EUR) (EUR) (EUR) (EUR) (EUR)
1 10305.55 1085.18 2963.97 8426.76] 0.00]
2 8426.76] 1085.18 1475.53 8036.41 0.00]
19 222.34 1085.18 1916.62, 0.00 -609.10]
20 0.00] 1085.18 1169.59 0.00 -84.41
34 917.02] 1085.18 1639.61 362.59 0.00]
Total demand (EUR) 49010.56
Total loss (EUR) -2171.50
Service level SL; 0.96]
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residue and loss values. The following approach was used —
first, 20 experiments were conducted and then each of the
20 experiments was replicated 5 times.

A total loss and demand were calculated as a sum of each
week indicators (accordingly, >7;L; and X', D;) for each
experiment, allowing for further calculation of service level of
each 34-week period, described by (6), adapted from [34].

_ Ly +Dyp
Dy

SL;

1

(6)

where SL; is a service level of a particular experiment
expressed as a decimal number, 1 being 100 % service level;
Lr is a total loss of the 34-week period of a particular
experiment, €; Dr is a total demand of the 34-week period of a
particular experiment, €.

After obtaining values of service levels of each experiment,
the average service level for each scenario is calculated and
used for the final analysis.

Standard deviation for a service level is a measure of the
variability of service levels of each scenario and is calculated
using MS Excel function, based on (7), adapted from [32].

Q)

where og is a standard deviation for service level of a
particular scenario; SL; is a service level of a particular
experiment; SL is an average service level of the particular
scenario; # is a number of experiments.

Before continuing with further calculations regarding a
service level, it is assumed that the obtained service level will
fall into the defined confidence interval with a probability of
95%, which is a standard assumption [31].

For terminating systems, when the initial conditions are
known, interval estimation of the average service level of each
scenario is described in (8), adapted from [31].

The estimation of (8) starts with obtaining the probability
coefficient ¢ from the ‘t-distribution table’ found in various
issue associated books, such as [30: 303] or using MS Excel
function TINV [32]. In order to use such a table, two values
have to be known: @/2, which is half of the probability to
make a mistake and design an interval that does not include
the defined average service level and (n - 1), which are the
degrees of freedom. According to (n - 1) = 19 and
0. /2 =0.025 the probability coefficient ¢ equals 2.093 [30].

— 5 _ta/2
/LSLGSLiM, (8)
n

where pg; is a mean value of service level, € describes
boundaries of the interval, where ‘+’ is used for the upper
limit calculation of the confidence interval and ‘-’ for the
lower limit; ¢ is a probability coefficient; n is a number of
experiments; a is a probability to make a mistake.
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Results of all 100 experiments for each demand variation
scenario are then summarized. A short summary of the data
obtained from the MS Excel simulation is also presented in
Table III.

Because of the limited data, the obtained numerical values
are not considered to be accurate and are only analyzed in
terms of the pattern they produce.

However, the large initial stock of 10305.55 € at the
beginning of the 1* week of the analyzed period did not allow
drawing precise numerical conclusions. All the more, analysis
of the data showed that the average demand of the period was
almost eight times less than the initial stock and the total
residue of the period approximately three times less than the
initial stock, indicating that the management was currently
trying to minimize the initial stock rather than adapt a
particular order quantity tactic. This could be a consequence
of the 2008/2009 financial crisis, during which, the company
suffered significant financial loss, so the following years,
including the analyzed period, could have been dedicated to
minimize the inventory pile-up of the crisis years. This is also
the reason behind the minor service level fluctuations
beginning only at the demand variation of 40 %, which is not
genuine in the real life. Moreover, the service levels of 100 %
in case of 20 % and 30 % demand variation are deceptive, the
data of an item group are used, not exact data on each
particular item and its demand or dissatisfied demand.

Comparison of scenarios of supply once per week and once
per two weeks presented almost no difference in service level
fluctuations, for the previously described reason.

Nevertheless, a general pattern is observed and illustrated in
Fig. 4, displaying that, as the demand variation increases,
service level starts to decrease. In the case of this particular
analysis, values of the service level have little significance as
they are predicted to be unrealistic, what is important, is the
trend line, illustrating the previously described interrelation of
demand variation and service level.

TABLE III
SUMMARY OF THE OBTAINED SERVICE LEVELS AND DEMAND VARIATIONS
Demand Average Lower limit for Upper limit for
variation service level service level service level
50 % 0.957 0.946 0.968
49 % 0.977 0.971 0.983
48 % 0.973 0.966 0.980
47 % 0.973 0.964 0.982
46 % 0.975 0.968 0.983
45 % 0.991 0.987 0.995
40 % 0.996 0.994 0.997
30 % 1.000 1.000 1.000
25% 1.000 1.000 1.000
20 % 1.000 1.000 1.000
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Fig. 4. General pattern of demand variation effect on a service level.

The trend line pattern agrees with the logic that as the
demand variation increases (the accuracy of predicting such
demand decreases), the service level decreases (more
unsatisfied customers emerge). This in turn allows concluding
that the developed simulation model within the Ms Excel is
correct and can serve to produce more precise conclusions in
terms of value when more precise data, such as satisfied and
unsatisfied demand for each item, are available.

V. CONCLUSION

Small enterprises in Latvia are accountable for the majority
of all economically active enterprises in the year 2013, thus
encouraging development of Latvian entrepreneurship and
employing over half of all residents of the country, also
playing an important role in the gross domestic product
generation and development of the Latvian economy. These
facts substantiate the significance of risk analysis of a small
enterprise in particular.

There is no unified definition of risk, nor a unified risk
management and analysis framework or classification
approach, making risk analysis highly subjective in terms of
design and the specific business.

Development of a business process model, using any
modeling language that best fits the need of the business under
analysis, is a significant milestone for the risk analysis,
facilitating not only the comprehension of the particular
business but also giving an insight to elements and processes
presenting potential sources for risk occurrence.

ABC analysis serves as a useful preliminary analysis tool to
identify the most important item groups in terms of use by
value that will require most attention.

Qualitative analysis demonstrates the practical development
and use of a combination of such techniques as the semi-
structured interview and cause-and-effect analysis to identify
and classify risks as well as divide them into groups. Risk
assessment table in combination with the risk matrix evaluates

the previously identified risks and makes suggestions on how
these risks could be prevented or mitigated, should they occur.

Quantitative analysis demonstrates the practical use and
development of a combination of such risk analysis techniques
as the Monte Carlo simulation and scenario analysis using the
software tool Microsoft Office Excel, and reveals that as the
demand variation increases, service level starts to decrease.
This in turn allows concluding that the developed simulation
model is correct and can serve to produce more precise
conclusions in terms of value when more precise data are
available. In the case of this particular analysis, values of the
service level have little significance as they are predicted to be
unrealistic, because of the limited and generalized data.

The developed and performed modeling-based risk analysis
of a particular small enterprise allows identifying gaps for
business improvement.

For more precise mathematical simulation, a research on
both satisfied and unsatisfied demand of the best-selling items
is suggested to reveal critical demand variation in terms of
non-tolerable service level.
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Kristine BendZa, Jelena Pecerska. Modelésana bazéta maza uzpémuma risku analize

Globalizacijas un straujas tehnologiju attistibas pieaugosa spiediena ietekmé péd€jo gadu laika risku parvaldiba un analize ir nonakusi daudzu uzpémumu
uzmanibas centra, strauji ienemot svarigu vietu vaditaju skatfjuma. Neskatoties uz informacijas avotu daudzveidibu, vienota pieeja risku analizei nepastav,
pamatojoties uz dazadajiem uznémeéjdarbibas veidiem, ekonomiskajiem, politiskajiem un citiem aspektiem, turklat lielaka dala literatiiras Saja konteksta apskata
tikai lielos uznémumus. Sis raksts ir veltits maza uzpémuma risku analizei. ST raksta mérkis ir prezentét Tpasi pétamajam uzpdmumam pielagotu analizes pieeju.
Raksta ir aplukotas analizes metodes konkrétam uzgémumam. Praktiska uzpémuma risku analize ietver tris galvenos posmus. Pirmaja analizes posma tiek
paveikta uznémuma krajumu ABC analize, un krajumi tiek sagrup@ti péc to svariguma. Uz §Ts analizes pamata ir piedavata kvalitativa un kvantitativa pieeja
pétama uznémuma risku analizei. Otraja posma veikta riska faktoru kvalitativa analize, izmantojot metozu kombinaciju — dalgji strukturéto interviju un c€lonu un
seku analizi. Rezultata riska faktori tiek identificéti un klasificéti. Tapat $aja posma risku novértéSanai un pasakumu izstradei, risku seku novérSanai un
mazinasanai tiek izmantota riska novért€juma tabula kombinacija ar riska matricu. TreSaja posma paveikta uzn@muma risku kvantitativa analize. Kvantitativa
analize apstiprina apkalpoSanas kvalitates lITmena atkaribu no pieprasljuma mainiguma pakapes, un rezultatd uznémuma riska faktoru pétijumu veikSanai tiek
piedavats matematiskais modelis. Analize balstas uz Montekarlo modeléSanas rezultatiem, modelis tika izstradats, izmantojot Microsoft Office Excel
programmriku. Statistiskaja modelé$ana bazeta maza uznémuma risku analize sniedz ieskatu par izstradato un pielietoto analizes pieeju uznpéméjdarbibas jutigo
punktu un nepilnibu identificéSanai.

Kpucrnne Benka, Enena Iledepckasi. AHAIN3 PHCKOB MAJIOr0 NPEANPHUSTHS HA OCHOBE MOJeJIHPOBAHHS

INoBbIlIEHHOE aBIICHHE II00ANU3alNK U OBICTPOrO TEXHHYECKOTO MPOrpecca B IOCIEAHNUE TOAbl BBIABHHYIM YIPAaBICHHE W aHAIM3 PHCKOB, HTPAOIIMX BCE
0oJiee BaXKHYIO POJIb B IIOBECTKE JIHS PyKOBOJUTENEH, B IIEHTp BHUMAHHs OOJBIIMHCTBA pepHaTHid. HecMoTpst Ha pa3HOOOpa3ue NCTOYHHKOB MH(POPMAINH,
€IMHOTO IOAXO0Ja K aHAIN3y PUCKOB HE CYIUECTBYET, HMOCKOJIBKY IMOAXOJA 3aBUCHUT OT KOHKPETHOTO OHM3HEca, SKOHOMHYECKMX, MOJIMTHYECKHX U JPYTHX
acrektoB. Kpome Toro, B Oosblieil 4acTH IyOIMKAUMHA PacCMATPHBAIOTCS TOJIBKO KPYHHBIC MpeanpusaTus. JlaHHas CTaThsi pacCMaTpHBACT aHAIH3 PHCKOB
Manoro npeanpusitusi. LIenpro cTaThy SIBISETCS PACCMOTPEHHE MOAXOAA K aHAIH3y PUCKOB MAJOro MPEQUpHUATHs. B craTbe pacCMOTPEHBI METOIbI aHAIM3a
PHUCKOB JUIi KOHKPETHOTO Hpeanpusts. lIpakTHdecknii aHanM3 pPUCKOB IPEAIPHATHS BKIIOYAaeT B ceOs TPH OCHOBHBIX OTama: Ha HAdaJbHOM —
[peABapuTeIbHOM — 3Tane BbimonHeH ABC aHamu3 CKIQJCKHX 3alacoB MPEANpPHATHs, M 3amachl CTPYNIHPOBAHBI MO CTENMEHM MX BakHocTH. Ha Gase
[IPEABAPUTEILHOTO aHAIIM3A MPEIOKEH Ka4eCTBEHHBIN M KOJIIMYCCTBCHHBII MOIXO0/ K aHAIN3y PUCKOB M3y4aeMoro npeanpusatis. Ha BTopoM sTare BBIIOTHEH
KaueCTBEHHBIH aHaIN3 (haKTOPOB PHUCKA C UCIOJIL30BAHHEM KOMOWHAIINYM METOIOB IOIYCTPYKTYPUPOBAHHOTO HHTEPBBIO M IIPUYHHHO-CICACTBEHHOTO aHAIN3A.
B pesynbrate (akTophl pucka HACHTUHIMPOBAHbI U KiaccuduuupoBanbl. Ha 3ToM e 3Tare ucronp3oBaHa Ta0NuIa OLEHKH PUCKOB B COYETAHHU C MaTpPHIIEHt
PHCKOB JUISl OLCHKHM PHCKOB U (DOPMyJIMPOBAHMS MEPOIPHUSTHIL 10 MPEJOTBPAIICHHUIO PUCKOB M CMSIYEHUIO MX MOCieACTBUi. Ha TpeTbem sTame BBIIOIHEH
KOJIMYECTBEHHBII aHAJIN3 PUCKOB NpeAnpHATHs. KoIMdecTBEeHHBIN aHaNIn3 MO3BOIMI MOATBEPANTE 3aBHCHMOCTh YPOBHS KauecTBa OOCIY)KHBAHHUS OT CTEICHH
M3MEHYMBOCTH CHPOCA M IPEJIOKUTh MAaTEMaTHYECKYI0 MOJEIb Ul NPOBEACHHS MCCIEIOBaHHI (DAKTOPOB pUCKA HPEANPUSTHA. AHalIU3 OCHOBAaH Ha
pe3ynbTaTtax MOJIETHPOBaHUS ¢ NpuMeHeHreM MeTtozna Moute Kapino B nporpamme Microsoft Office Excel. AHanu3 pucKOB Majoro mpeinpusiTHs Ha OCHOBE
CTaTHCTHYECKOTO MOAEIMPOBAHMS HAET IPE/ICTABICHHE O pa3pabOTaHHOM H PEaIM30BAHHOM IOAXO0/E K MACHTU(HKALMN TyBCTBUTEIBHBIX TOYEK U HEJOCTATKOB
Ou3Hec-Tporecca.
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