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Abstract — This article presents an overview of artificial neural
network (ANN) applications in forecasting and possible
forecasting accuracy improvements. Artificial neural networks
are computational models and universal approximators, which
can be applied to the time series forecasting with a high accuracy.
A great rise in research activities was observed in using artificial
neural networks for forecasting. This paper examines multi-layer
perceptrons (MLPs) — back-propagation neural network (BPNN),
Elman recurrent neural network (ERNN), grey relational
artificial neural network (GRANN) and hybrid systems — models
that fuse artificial neural network with wavelets and auto-
regressive integrated moving average (ARIMA).

Keywords — ARIMA ANN, forecasting, GRANN_ ARIMA,
WANN.

I. INTRODUCTION

Atrtificial neural networks (ANNs) are a form of artificial
intelligence, which attempts to mimic the function of real
neurons found in the human brain [2]. ANNs are one of the
most accurate and widely used forecasting models that are
used in forecasting social, economic, business, engineering,
foreign exchange, stock problems and others. Structure of
artificial neural networks makes them valuable for a
forecasting task with good accuracy.

As opposed to the traditional model-based empirical and
statistical methods such as regression and Box-Jenkins
approaches, which need prior knowledge about the nature of
the relationships between the data, artificial neural networks
are self-adaptive methods that learn from data, and only few a
priori assumptions about data are needed [1].

Neural networks learn from examples and can find
functional relationships among the data even if relationships
are unknown or the physical meaning is the baffling [2].
Therefore, ANNs are well suited for problems, whose
solutions require knowledge that is difficult to specify but for
which there are enough data or observations.

Artificial neural networks can generalize [8]. After learning
from the input data (a sample or pattern), ANNs can often
correctly process the early unseen sample even if the sample
data are noisy. Neural networks are less sensitive to error term
assumptions and they can tolerate noise, chaotic components
better than most other methods. Artificial neural networks are
also universal function approximators. It was proved that a
neural network can approximate any continuous function with
any accuracy [1].

II. TYPICAL STRUCTURE OF ANN

ANN structure includes input data and artificial neurons
that are known as “processing elements”, “nodes” or “units”
[10]. The multilayer perceptron includes an input layer, an
output layer and one or more intermediate layers called hidden
layers. The size and nature of the data set affect the number of
hidden layers and neurons within each layer. ANNs with one
or two hidden layers perform better than neural networks with

the large number of hidden layers.

A. The Propagation of Information in MLPs

The propagation of information in MLPs starts when the
input data are taken into the input layer. The inputs are
weighted and passed to each node in the next layer. Each
processing element in a specific layer is fully or partially
connected to many other processing elements using weighted
connections [2].

For a time series forecasting problem, a training pattern
consists of history data with a fixed number of observations. If
we have N observations y;, y,, ..., vy in the input data set, then
using an ANN with n input nodes, we have N-n training
patterns than can be used for short-term forecasting — one
value ahead. The first training pattern will contain y;, y,, ..., ¥,
as inputs and y,.; as the output. The second training pattern
will contain y,, y;, ..., v,+; as inputs and y,, as the output. The
last training pattern will contain yy.,, Vn.n+1, ..., Va7 inputs and
v as the output. Then pattern yn.,+s, yven+o, .., v Will be used to
get forecasting value yy;; The ANN performs the following
unknown function mapping

Vea = S0V vi,). (1)

where y, is the observation at time # [1].

The scalar weights along with the network architecture store
the knowledge of a trained network and determine the strength
of the connections between interconnected neurons [7]. If a
weight value is zero, then there is no connection between two
neurons and if a weight value is negative then a relationship
between two neurons is prohibitive. An individual processing
element receives weighted inputs from previous layers, which
are summed in each node using a combination function, and a
bias neuron or threshold is added or subtracted. A bias neuron
is connected to every hidden or output unit and a bias neuron
value is one.

Neural networks are similar to linear and non-linear least
squares regression, and the bias neuron serves a similar
purpose as the intercept in regression models. The bias unit is
used to scale the input to a useful range [0, 1] or [-1, 1] to
improve the convergence properties of the neural network.
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The result of this combined summation is passed through a
transfer function to produce the nodal output of the processing
element (Fig. 1), which is weighted and passed to the
processing element in the next layer [2]. The combination
function and transfer function together constitute the
activation function. In the majority of cases, input layer
neurons do not have an activation function, as their role is to
transfer the inputs to the hidden layer. The most widely used
activation function for the output layer is the linear function as
a non-linear activation function may introduce distortion to the
predicated output. The sigmoid (logistic), exponential
(hyperbolic) tangent, quadratic or linear functions are often
used as the hidden layer transfer function. The relationship
between the output — predicted value (y,) — and the inputs —
past observations of the time series (y..;, ..., Vi) — is given by

[5].
q p

Vi =Wy + zwjf W, t Zwi,jyt—i &,
= im1

where w; are output layer weights, w;; are input layer weights,
fis a transfer function, ¢ is the number of hidden nodes, p is
the number of input nodes, & is a random error at time ¢.

Inputs
Xy Xy Xy

[

Net= Zw.x,
i
Combination function

l

y = f(Ner)

Transfer function

I

Output

Fig. 1. The propagation of information.

The network corrects its weights and uses a learning rule
until it can find a set of weights that will produce the smallest
possible error between an observed value and a predicted
value at time ¢ That process is known as “learning” or
“training”. For this reason, the network training is actually an
unconstrained optimization (nonlinear minimization) problem.

The neural network (2) can approximate any continuous
function when the number of hidden nodes ¢ is sufficiently
large [5]. In practice, if a network structure has a small
number of hidden nodes, then it works well in “out-of-sample”
forecasting on data that were not used in training. There is an
overfitting effect that can be found in the neural network
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modeling process. An overfitted model has a good accuracy
on training data, but poor accuracy on “out of the sample” data
[9].

To improve the accuracy of the neural network, each data
point in the input neurons needs to be normalized — rescaled
within the range of [—1, 1] or [0, 1] and standardized to scale
data and transformed to make the time series stationary.
Transformation can be implemented as taking logarithmic
returns of the time series, differencing the time series, etc.

B. Classes of Neural Networks

ANN learning process can be supervised and unsupervised.
In supervised learning (e. g., multi-layer feed-forward neural
network), the network is presented with historical data, where
a training pattern contains independent variables and the
corresponding (desired) outputs that are dependent variables in
training data. The network then processes the inputs, the nodal
output of the network is compared with the observed value of
the time series, and an error is calculated. This error is used to
correct the connection weights between the model inputs and
outputs to reduce the error between the observed values of the
time series and outputs predicted by the ANN. The input data
used for learning is called the “training set”. Supervised
learning is suitable for forecasting and classification tasks. In
unsupervised learning (e. g., Kohonen network), there is no
dependent variable specified in input (training) data. The
network corrects the connection weights according to the input
values. The idea of training in unsupervised networks is to
cluster the input data into classes of similar features or
clusters, where similar input data should generate the same
output. This can be referred to as self-organization, and it is
suitable for clusterization tasks.

Based on connections between processing elements, ANNs
structure can be regarded as feed-forward (e.g., back-
propagation) and feedback (e. g., recurrent) networks. Feed-
forward network (FNN) propagates information in the forward
direction only, while feedback networks propagate
information in both the forward and backward directions [2].

Back-propagation neural networks (BPNNs) are a class of
feed-forward neural networks with supervised learning rules.
The back-propagation network is the most popular and robust
multi-layer network that is used in the majority of all
forecasting applications. In the learning process, back-
propagation neural networks use the gradient-decent search
method to correct the connection weights and reduce an error.
The main problem of a standard back-propagation algorithm is
its slow convergence, which is a typical problem for simple
gradient descent methods [1].

Other neural networks that are also used in time series
forecasting include recurrent networks, probabilistic networks
and fuzzy neural networks. Although feed-forward neural
networks are used in many forecasting applications, another
type of neural networks — Elman recurrent neural network
(ERNN) — is also used in forecasting applications with good
accuracy. According to the general principle of the recurrent
networks, there is a feedback connection from the outputs of
some neurons in the hidden layer to neurons in the context
layer that stores the delayed hidden layer outputs. The most
important advantage of ERNN is a robust feature extraction
ability, when the context layer stores useful information about
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data points in past. Since ERNN contains the context layer, it The inverse DWT is given by
is possible to improve forecasting accuracy by using ERNN
instead of FNN [3]. MM
xt)=T+> >w,, 2’””2;//(2”” {— n) (4)
III. HYBRID MODEL: ANN AND WAVELETS el =0

The time series of the real world is often complex in nature
and any single forecasting model cannot learn on different
patterns equally well. Many studies in time series forecasting
have found that forecasting improves in combined models and
the integrated forecasting techniques outperform the
individual forecasts. In hybrid models, the aim is to reduce the
risk that the chosen model will be inappropriate, and
combination will help obtain results that are more accurate [5].
Hybrid models can be homogeneous, such as using differently
configured neural networks, or heterogeneous, such as with
both linear and nonlinear models. Hybrid forecasting has been
implemented using a nonlinear model, using ANN with
genetic algorithm (GA) or fuzzy logic (FL), or combining
linear model and the nonlinear model, using auto-regressive
integrated moving average (ARIMA) model with ANN, since
in reality time series data typically contain linear and
nonlinear patterns [6].

In study [4], the hybrid wavelet and ANN (WANN) model
were obtained by combining two methods, discrete wavelet
transform and ANN model. ANN model used in this study was
the multi-layer feed-forward network.

A. Wavelets

The wavelet transform is a mathematical tool that is used as
a time-frequency representation of an analyzed signal. There
are some important differences between wavelets and Fourier
analysis that is also used as a time-frequency representation of
signals. The Fourier coefficients contain only globally
averaged information and the Fourier transform does not give
local information. Small frequency changes in the Fourier
transform will produce changes everywhere in time domain.
Wavelets are local in both time and frequency domain.
Wavelet transformations provide useful decomposition of the
original time series and can get useful information on every
decomposition level. Wavelet transforms can be very effective
with nonstationary time series data [12]. Many classes of
functions can be represented by wavelength in way that is
more compact. For a discrete time series x(#) the discrete
wavelet transform (DWT) is given by

N-1

W,, =273 w2t —nh(r), 3)

t=0

where W, is wavelet coefficient for the discrete wavelet, m is
integer, which controls the scale, ¢ is time, N is the number of
time series data observations, ¥ is a transforming function
(mother wavelet), n is integer, which controls the time.
Therefore, a time series of length N is broken into N
components with zero redundancy.

where, T is the time subseries mean value, M is the number of
decomposition level [4].

B. WANN Model

In study [4], the Daubechies wavelet, one of the most widely
used wavelet families, was chosen as the wavelet function to
decompose the original time series into subtime series
components, which were passed to ANN to improve the model
accuracy.

To choose the number of decomposition levels, the
following formula was used

L =int[log(N)], )

where L is the optimal (maximum) number of decomposition
levels. In simple format (4) is given by

X)=A,(0+3D,0. ©

m=

—_

where Ay(M) is approximation subseries or residual term at
levels M and D,,(¢) (m=1, 2, ..., M) is detailed subseries
which can detect small features of interpretational value in the
data. The optimal number of decomposition levels for original
time series data in this study was three. Original time series
was decomposed into three level components (D7, D2 and D3)
and approximation component (43). Each of decomposition
level component series has a determined role in the original
time series and has different effects on the original time series.
In this study, the effectiveness of wavelet components was
determined using the coefficient of determination (R’
between each decomposition level component subtime series
and original data. The wavelet components D2 and D3 showed
significantly higher R’ compared to the D/ and according to
the R’ analyses, the effective wavelet components were

selected as the dominant wavelet components. The
combination DWW was calculated by
DW = A3+ D2+ D3. (7)

Fig. 2 shows the structure of the WANN model.

The hybrid model showed a great improvement in time
series modeling and produced better forecasts than ANN
model alone, as well as GARCH and ARIMA models alone.
The study concluded that the forecasting abilities of WANN
model were improved when the wavelet transformation
technique was adopted for data pre-processing.
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Fig. 2. The structure of the WANN model.

The decomposed periodic components obtained from DWT
technique were found to be most effective in giving accurate
forecast when they were used as inputs in ANN model. The
accurate forecasting results showed that WANN model
provides a good and potentially very useful new method for
time series forecasting [4].

IV. HYBRID MODEL: ANN AND ARIMA

ANN can model both linear and nonlinear structures in time
series; however, they cannot capture both structures equally
well. More hybrid forecasting models have been proposed in
the last years, using auto-regressive integrated moving average
and artificial neural networks. These hybrid models showed
good forecasting accuracy [3].

A. Auto-regressive Integrated Moving Average

One of the most widely used linear time series models is the
autoregressive integrated moving average (ARIMA) model. In
the ARIMA (p, d, q) model, the future value of a time series is
assumed to be a linear function of several past observations
and random errors. In the ARIMA (p, d, q) model order p is
non-negative integer that refers to the order of the
autoregressive function, d is non-negative integer - order of
differencing, order ¢ is non-negative integer, which refers to
the order of moving average. An auto-regressive integrated
moving average process has three different parts — an
autoregressive (AR) function that describes how each time
series value is a function of the previous p observations,
moving average (MA) function describes how each time series
value is a function of previous ¢ errors, and an integrated (I)
part that describes how to make the data series stationary by
differencing d times. The ARIMA model cannot capture
nonlinear patterns [11].

Before the ARIMA model can be used for forecasting,
check for stationarity is carried out. A stationary time series
does not depend on time and, therefore, is characterized by
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statistical characteristics such as the mean, variance and
autocorrelation structure. When in the observed time series
there are trend and heteroscedasticity, then a time series is not
stationary. Differencing and power transformation are then
applied to the data to remove the trend and to stabilize the
variance before an ARIMA model can be used.

If a time series is generated from an ARIMA process, it
should have some theoretical autocorrelation properties. By
comparing the empirical autocorrelation patterns with the
theoretical patterns, it is often possible to identify one or
several potential ARIMA models for the given time series.
The autocorrelation function (ACF) and the partial
autocorrelation function (PACF) of the sample data is often
used as the basic tools to identify the order (p, d, g values) of
the ARIMA model [5].

B. ANN and ARIMA

In study [5] a time series was considered to be a nonlinear
function of several past observations and random errors

Y= fl_(ZH:thz J'“’Zt—p))(ez—lnet—z €y p )J, ®

where f is a nonlinear function determined by the neural
network, e, is the residual at time z. Past observation z, is given

by

z, =(1-B)'(y, - ), ©)

where B is the backward shift (lag) operator, y, is the original
time series value at time #, 4 is an ARIMA process generated
time series mean value. The residuals are given by

e =Y —Z.

(10)

Next, a neural network was used to model the nonlinear and
linear relationships existing in residuals and original data

Z, =W, +
2 WS Wos 2 Wzt 2 W e, e,
= in1 i=p+l

where z, is a predicted value of the time series by a neural
network, f'is a transfer function, w; are output layer weights,
w;, are input layer weights, g is the number of hidden nodes, p
is the number of input nodes, and & is a random error at time
t. In such hybrids, while the neural network model deals with
nonlinearity, the auto-regressive integrated moving average
model deals with the non-stationary linear component.

Similar approach was used in study [3]. Here seasonal
ARIMA (SARIMA) models were used to analyze the linear

part of the time series. Linear part of time series, L,, was

obtained from the SARIMA model. ANN model used in this
study was an Elman recurrent neural network. The ERNN
model was developed to fit the residuals obtained from the
SARIMA model by
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etzyt_Lt‘ (12)
With p inputs the ERNN model can be written

e, :f(etfl,etfz,...,etfp)+ g, (13)

where fis a nonlinear function determined by the ERNN. The
estimation of ¢, in (13) will give the forecasting of nonlinear
component of time series, N,. Therefore, forecasting values

of the time series were obtained by adding the estimates of
linear and nonlinear components of the time series

Y=L +N,. (14)

It was observed that the following model gave a better
result than other methods, such as Zhang’s hybrid model of
feed-forward neural network and ARIMA and Kajitani self-
exciting threshold auto-regressive (SETAR) model.

V. HYBRID MODEL: GRANN AND ARIMA

In study [6] GRANN_ ARIMA hybrid model (Fig. 3) was
used. The grey relational analysis (GRA) was integrated with
ANN to remove the redundancy inputs.

Time series data

/ A\
/ \
| 4 |

Monlinear approach Linear approach

MclLeod & Li test

A 4 h 4
ARIMA forecasting

ANN forecasting

Integrated forecasting using multivariate data

Fig. 3. GRANN_ARIMA model.

GRANN_ARIMA model integrates a nonlinear grey
relational artificial neural network (GRANN) and a linear
ARIMA model, combining the multivariate time series data
and the grey relational analysis to select the appropriate
inputs.

A. Grey Relational Analysis

Grey relational analysis is an analysis method that can be
used to evaluate the degree of correlation for different data
sequences. The degree of correlation between a data sequence
(x) and the reference sequence (y) is expressed by a scalar
value in interval [0 1]. If the degree of correlation is near 1, it

indicates the high correlation between x and y. There are three
main steps in the grey relational analysis. The first step is data
pre-processing. Data pre-processing is normally required due
to the fact that the range and unit of one data sequence may
differ from others. Therefore, data must be normalized, scaled
and polarized initially into a comparable sequence before
proceeding to other steps. In this study the following equation
for data pre-processing was used:

* X

o (k)= %K)~ minx k)

max x,” (k) - min x,” (k)

(15)

where i = 1, . . .m; k=1, ... n, m is the number of
experimental data items, » is the number of parameters, x; "(k)
is the original sequences, x, (k) is the sequences after data pre-
processing, min x;°(k) and max x; (k) are the smallest and the
largest value of x; °(k), respectively. The range of data is
corrected to be in range [0 1].

The second step is to calculate the grey relational
coefficient by using

£ (k) _ Amin+ gAmax

- Ao’i(k)+ ¢Amax ° (16)

where &(k) is a grey relational coefficient at any data point (k),
¢ is known as an identification coefficient within interval [0 1],
and normally ¢ = 0.5 is used. Ay; are deviation sequences of
the reference sequence and comparability sequence

xo*(k)—xj*(k)ﬂ,

where x, (k) is the reference sequence and x,; (k) is the
comparative sequence. Amin in (16) is given by

A =

0,/

)

Amin = min mionO* (k) - xf* (k)” )

Vjeivk (18)
and Amax in (16) is given by
Amax = maxm H “(k)-x" )ﬂ
ax = max max(x, (k)-x ; (k .19

The grey relational grade is the average value of the grey
relational coefficients and is defined as

Vi = liéi(k),

ne (20)

where 7 is the number of the reference sequence, xo*(k). The
grey relational grade y, represents the level of correlation
between the reference sequence and the comparability
sequence.

B. GRANN ARIMA model

In the GRANN_ ARIMA model, ARIMA is used as a linear
model, L, and GRANN is used as a nonlinear model, N,
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yt=Lt+Nt. 21

Here y, is a value of the original time series. As N, is the

forecast value of the GRANN model at time ¢, then the
residuals ¢; are obtained by

A

et:yt_Nz~ (22)

The residuals now represent the linear part of the data, and
ARIMA can be used to model the residual. Residual modeling
by ARIMA can be represented similarly as in (13), but here f
is a linear function modeled by the ARIMA model. Therefore,
the hybridized forecast model can be written as in (14), but

here linear part of model it is obtained from (13). Unlike

model in (8), a nonlinear model is implemented first rather
than followed by the linear model.

To validate the performance of the proposed model, Kuala
Lumpur Stock Exchange (KLSE) daily close price was used as
a time series data. Grey relational analysis was used as a
feature selection tool, and four factors were found as the most
influential factors relating to KLSE close price: syarian index,
trading/service index, composite index and industrial index. A
three-layer feed-forward neural network with a single output
unit, nine hidden units and four input units with the learning
rate 0.5 and momentum 0.9 was used to model nonlinear part
of forecast. ARIMA (0,1,3) model was used to model the
residuals of close price — linear part of forecast. The network
structure and learning parameters were determined by trial and
error. The forecasting accuracy was compared with several
models, and these include individual models (ARIMA,
multiple regression, grey relational artificial neural network),
several hybrid models (MARMA, MR ANN, ARIMA ANN),
and the artificial neural network trained using the Levenberg
Marquardt algorithm. The experiments showed that the
GRANN_ ARIMA model outperformed other models with
MAPE error of 0.16 % and 99.84 % forecasting accuracy. The
empirical results obtained showed that the GRANN_ARIMA
model could be a good alternative for time series forecasting
due to its promising forecasting accuracy.

VI. CONCLUSION

In this paper, an overview of artificial neural network
applications in forecasting and possible forecasting accuracy
improvements was presented. Artificial neural networks are
computational models and universal approximators that can be
applied to the time series forecasting with a high accuracy.
Back-propagation neural networks are a class of feed-forward
neural networks and are most popular and robust multi-layer
networks used in the majority of all forecasting applications.
Although feed-forward neural networks are used in many
forecasting applications of ANNs, other type of neural
networks — Elman recurrent neural network (ERNN) — is also
used in forecasting applications with good accuracy. In the
case of comparison with other types of multi-layer network,
the most important advantage of ERNN is robust feature
extraction ability. Since ERNN contains the context layer, it is
possible to improve forecasting accuracy by using ERNN
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instead of FNN. The time series of the real world is often
complex in nature and any single forecasting model cannot
learn on different patterns equally well. Forecasting improves
in combined models and the integrated forecasting techniques
outperform the individual forecasts. Hybrid models can be
homogeneous, such as using differently configured neural
networks, or heterogeneous, such as with both linear and
nonlinear models, since in reality time series data typically
contain both linear and nonlinear patterns. Hybrid models
WANN, ARIMA ANN and GRANN_ARIMA showed good
forecasting accuracy and outperformed other forecasting
models.
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Artiirs Step¢enko, Arkadijs Borisovs. Prognozésanas metodes, kas balstitas uz maksligajiem neironu tikliem

Maksligie neironu tikli (MNT) ir elastiga skaitloSanas struktiira un universals aproksimators, kurus var pielietot plasa spektra laika rindu (ekonomika, biznesa,
inZenierzinatnés, valitu apmaina un citas sferas) prognoz&sanai ar augstu precizitati. AtSkirtba no tradicionalam empiriskam un statistiskam metodem, ka,
piem@ram, regresijas analizes vai Boksa-DZzenkinsa pieejam, kur ir nepiecieSamas plasas zinasanas par problémas datu IpaSibam, maksligie neironu tikli ir
pasmacibas metode, kas prasa zinat tikai nelielu informacijas daudzumu par konkréto problému. MNT spgj visparinat — tie macas no paraugiem un spgj atrast
sakaribas starp datiem pat tad, ja §1s sakaribas nav zinamas, vai to fiziska nozime ir griiti izprotama, ka arf ja ieejas dati satur troksni un haotiskas komponentes.
Tapat MNT var aproksimét jebkuru nepartrauktu funkciju ar jebkadu vélamo precizitati. Visplasak laika rindu prognozésanai tiek lietoti daudzslanu kliudu
atgriezeniskas izplatiSanas neironu tikli, kas pieder vienvirziena tiklu klasei, tacu ir arT cits neironu tiklu veids — Elmana rekurentais neironu tikls. Tas ir uzradijis
labus prognozgsanas rezultatus. Daudzslanu maksligais neironu tikls sastav no ieejas slana, viena vai vairakiem sléptiem slaniem un izejas slana. Uz trenina
datiem apmacito modeli ar noteiktiem svariem var pielietot jau nezinamas laika rindas vértibas prognozesanai testa datos. Ta ka realas problémas ir sarezgitas
péc dabas, tad neviens atsevisks prognozeésanas modelis nesp&j macities no dazadiem datu paraugiem vienadi labi. Prognozé$anas precizitate uzlabojas, ja modeli
tiek kombingti. Prognoz&sanas hibridmodelu mérkis ir samazinat risku, kas var rasties, izmantojot nepiemérotu modeli, un paaugstinat prognoz&sanas precizitati.
Hibridmodeli var biit homogeni, pieméram, apvienojot dazadu konfiguraciju neironu tiklus, vai heterogéni, apvienojot linearu un nelinearu modeli, tatad realas
laika rindas parasti satur gan linearas, gan nelinearas komponentes. Labu prognozg$anas precizitati ir sasniegu$i modeli, kas apvieno veivletu analizi
(dekompoziciju) ar MNT, un modeli, kas apvieno autoregresijas integréto mainigo vidéjo (ARIMV) ar MNT. Veivletu dekompozicija tiek izmantota, lai ieglitu
laika rindas laika-frekvencu reprezentaciju. Originala laika rinda ar veivletu dekompozicijas palidzibu var tikt sadalita vairakas laika apaksrindu komponentgs, un
jauna laika rinda, kas sastav no $im komponentem, tiek nostitita MNT prognozesanai. Ka citu hibridu veidu var izmantot MNT ar ARIMV. Ta ka ARIMV ir
paredzets linearu procesu prognozesanai, tad to var izmantot linearu prognozes komponensu iegiiSanai, bet MNT var izmantot nelinedro prognozes komponensu
iegliSanai, un vélak $is komponentes tiek saskaititas un dod galigo prognozi.

Aptyp Crenuenko, Apkaauii Bopucos. MeToabl NPOrH03UPOBAHMS, OCHOBAHHBIE HA HCKYCCTBEHHbIX HEHPOHHBIX CETAX

HUckyccrennble Heiiponnsle cetd (MMHC) sBnsiorcs ruOKoW BBIYHCIMTEIBHOH CTPYKTYpOH M yHHBEpPCAIBHBIM AaIlIIPOKCHMAaTOPOM, OHH MOTYT OBITH
HCIIONB30BAaHbl B IPOrHO3MPOBAHUY BPEMEHHBIX PSJIOB MIMPOKOTO CIIEKTpa (B SKOHOMHKE, OM3Hece, HMH)KCHEpHOH Hayke, 0OMeHe BAIIOT U Jpyrux cgepax) ¢
BBICOKOH TOYHOCTBIO. B oTiMyMe OT TpaJUIMOHHBIX AMIUPHYECKHX M CTATHCTMYECKUX METOJIOB, KaK HAIpUMEp, PErpECCHOHHOIO aHalU3a MJM IMOAXOJO0B
Boxca-/[)xeHKHHCa, Iie HEOOXOJUMBI MIIPOKHE 3HAHUS O CBOMCTBAX JaHHBIX pobiemsl, MHC sABIsI0TCS METOAOM caMO00ydeHH s, KOTOPHIM HEOOXOIHM TOJIBKO
HeOoubIIoi 00bEM maHHBIX 0 npooieme. THC crocoOHBI K 0000IIEeHHIO — OHH 00y4JaroTcs o 00pasiaM, U MOTYT HalTH B3aMMOCBSI3b MEXIy TaHHBIMU, JJaxe
€CJIM 3Ta B3aHMOCBS3b HEM3BECTHA MM €€ (DM3UYECKUI CMBICI TPYJHO TOHSTb, MIIM JaKe €CIIH BXOJHbIE JAHHBIC COJACPXKAT IIYM U XaOTUYECKHE KOMIIOHEHTBI.
VHC MoryT ammpoKCHMHPOBAThH IIOOYIO HENpEephIBHYIO (YHKIMIO C JI00oi kemaemoi TouHocTblo. Cawmblii pacmpoctpanéuubii Buny MHC  mms
NIPOTHO3UPOBAHMST BPEMEHHBIX PSJIOB 3TO MHOTIOCIOWHAs CeTh OOpaTHOTO pAacIpOCTPAHEHHs OIIMOKH, KOTOpas HPHHAIUIEKUT K KIACCy CEeTeH NpsMOoro
pacnpocTpaHeHHs, HO M APYroil BU HEUPOHHBIX CeTeil - peKyppeHTHas ceTh DJIMaHa - oKa3aia XOpOIIie pe3yabTaThl IPOrHO3UPOBaHHsl. Moesb, 00yUeHHYIO
Ha TPEHHPOBOYHBIX JAHHBIX C ONPEAENEHHBIMH BECaMH, MOXHO HCIIOIb30BaTh JUIS MIPOTHO3UPOBAHMS HEM3BECTHOU BEIMYMHBI BPEMEHHOT'O Psia B TECTOBBIX
naHHBIX. Tak Kak peaybHbIe IPOOJIEMBI IO TIPUPOJIE SIBILSIFOTCS CIIOKHBIMH, TO HH OJIHA OT/EJbHAs MOJeIb He MOXET 00yJaThCs Ha Pa3HBIX BHIOOPKAX HaHHBIX
OJIMHAKOBO XOPOIIO. TOYHOCTb MPOrHO3UPOBAHMS YBEIMUMBAETCS, €CIM MOJENU KOMOMHMpYIOTCS. Llenbio ruOpHIHBIX Mojesell IPOrHO3UPOBaHHs SABISIETCS
YMEHBIIIEHHE PHCKA, KOTOPHIH MOXKET BO3HUKHYTH IPH BBIOOPE HENPABIIBHOM MOJIENIH, H HOBBIIIEHAE TOYHOCTH IPOTHO3HPOBAaHKS. ['HOPHIHBIC MOJEIH MOTYT
OBITH OJHOPOHEIE, HanpuMep, o0benuHsss MTHC pa3HbIX KOH(QUTYpanuii, MM HEOJHOPOIHEIS, O0BEINHSS TMHEHHYIO U HEJIMHEHHYI0 MOJIENb, TaK KaK peabHble
BPEMEHHBIC PsJIbI COJEPXKAT M JIMHCHHYIO M HENHHEHHYI0 KOMIOHEHTY. XOpolleil TOYHOCTH NPOrHO3MPOBAHUS JOCTHIIM MOJEIH, KOTOpbIe OOBCAMHSIOT
BeiiBeT-aHanmu3 (nexommnosuimio) ¢ MHC, u Monenn, KoTopsle 00beAMHAIOT HHTETPHPOBAHHYIO MOJIENb aBTOpPerpeccur ckomp3smiero cpeasero (MMAPCC) ¢
VHC. BeliBneT-1eKOMIIO3UIUS HCIIOIb3YeTCsl, YTOOB! MOJIyYUTh YaCTOTHO-BPEMEHHOE MNPEJCTAaBICHHE BPEMEHHOTrO psifa. OpUTHHAIBHBIA BPEMEHHOH psx ¢
TIOMOIIBIO BEHBJIET-AEKOMIIO3ULUM MOMKET OBITh Pa3lOKeH Ha HECKOJIbKO KOMIIOHEHT, U HOBBI BPEMEHHOH psJ, KOTOPBI COCTOMT U3 3THX KOMIIOHEHT,
nepenaéres B UHC mms mporHosupoBanms. [Ipyrum Bujmom rudpuma moxker O0brte MHC Bmecte ¢ UMAPCC. Tak kak UMAPCC mpennasHaueH uist
NIPOTHO3UPOBAHMS JINHEHHBIX IIPOLECCOB, TO C €ro IIOMOINBI0 MOXKHO IOJNYYUTh JIMHEHHYIO KOMIIOHEHTY Iporros3a, a MHC MoxeT ucrons3oBatbest IS
MIPOrHO3UPOBAHMS HEJIMHEHHON KOMIIOHEHThI IIPOTrHO3a, IOTOM 3TH KOMIIOHEHTHI CKJIaJIbIBAIOTCS M 1aI0T OKOHYATENIbHBIN pe3ynbTaT.
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