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Abstract — In this paper, a simple wavelet-neuro-system that
implements learning ideas based on minimization of empirical
risk and oriented on information processing in on-line mode is
developed. As an elementary block of such systems, we propose
using wavelet-neuron that has improved approximation
properties, computational simplicity, high learning rate and
capability of local feature identification in data processing. The
architecture and learning algorithm for least squares wavelet
support machines that are characterized by high speed of
operation and possibility of learning under conditions of short
training set are proposed.
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1. INTRODUCTION

Nowadays computational intelligence systems are widely
used to solve a large class of problems associated with
information processing, which is provided in different forms,
from simple tables “object-property” to complex
multidimensional non-stationary stochastic time series.
Systems of computational intelligence, such as artificial neural
networks, neuro-fuzzy systems and wavelet systems have a
high processing speed, universal approximation properties,
identification of local features [1]-[7].

However, the existing approaches for their training require
large volumes of training data set, wherein the volume of the
original training data set should be at least two orders bigger
than the number of estimated parameters of such systems.
Unfortunately, this situation does not always occur, especially
in solving practical tasks. In many practical problems, for
example, medical diagnostics, forecasting of financial indices
etc., the volume of training data set is quite insufficient for
constructing and training the effective system of
computational intelligence.

The solving of problems in such a situation using
conventional identification theory methods [8] is not effective,
for which reason the method based on empirical risk
minimization was proposed by V. N. Vapnik [9]-[12] and a
support vector machine was designed based on this method.

Traditional support vector machine is a computational
system that minimizes the empirical risk, but from viewpoint
of practical implementation it is a sufficiently complex
system, because it is related to the solving of nonlinear
programming task at each step apart from high dimension with
constraints in form of inequalities. Thus, in such a case the
idea was wonderful; however, its implementation in on-line
mode was not successful [2].

Therefore, at the beginning of this century, modification of
this system has been proposed, called LS-SVM (least squares
support vector machine) [13]. Here principal conditions were
changed in such a way that it was necessary to solve a
quadratic programming problem with equality constraints at
each step, and it had already created the preconditions for the
neural network implementation of this approach. But still, this
machine was quite complicated and therefore further attempts
were made to improve, firstly, speed, to simplify computing
implementation and, secondly, to reduce training sample
volume.

Based on fuzzy SVM [14], [15], the wavelet least squares
support vector machine was proposed and compared with all
previous variants — it had improved approximation properties,
but, as a result, numerical implementation had become more
difficult [16], [17]. The basis of LS-SVM was radial basis
function network [18], where radial basis functions were
replaced by multidimensional wavelet functions. For
simplification of software implementation, by reducing the
number of tuning parameters and increasing the speed we have
proposed to use wavelet-neuron as the basic architecture [19]—
[21] that has improved approximation properties and high
operation speed. However, the disadvantages of wavelet-
neuron are connected with its learning algorithms that do not
allow tuning all parameters under a small data set.

Alternative to learning based on optimization is the learning
based on memory that is based on the concept “neurons in the
data points” [18]. The most typical representative of neural
networks with such learning is General Regression Neural
Network (GRNN); however, it solves a task of interpolation
instead of approximation that essentially complicates its usage
in noisy data processing.

Therefore, the development of sufficiently simple wavelet-
neuro-fuzzy systems is advisable. Such systems implement
learning based on empirical risk minimization and are oriented
to information processing in on-line mode. Wavelet-neuron
that has improved approximation and extrapolation properties
can be used as a basic element of such systems.

IT. WAVELET-NEURON ARCHITECTURE

Let us consider the wavelet-neuron architecture, shown in
Fig. 1. As seen, wavelet-neuron is quiet close to the standard
n-input formal neuron, but instead of tuning synaptic weights
it contains wavelet-synapses WS;,i=12,...,n , where the
tuning parameters are not only synaptic weights, but all
parameters of adaptive wavelet activation functions

@;i(x;(k)) [21].

19



Information Technology and Management Science

2014 /17

When input vector

x(k) = (x, (k) %y (k), ..., x,, (k)"

is fed to the wavelet-neuron input (here k=12,... is
current discrete time) its output can be written in the form

§ £, (k)

£,05,6))

Fig. 1. Wavelet-neuron.

n n hi
y(k) = Zlfz(x(k)) = iji (k)¢7ji (x; (k)) (1)

i=1j=1

where w; (k) is synaptic weight, ¢ (x;(k)) is wavelet
activation function.

The different analytical wavelet functions can be used as
activation functions, but for adaptive tuning of wavelet neuron
we use an adaptive wavelet activation function which was
proposed in [22], [23] and has the form

05 ) = (1=, 03 @ )exsl-2 01 /2) @

where 1;(k) = (x,(k)~c;(k))/o ;;(k) 5 c;(k) is a center
parameter of adaptive wavelet function; o (k) is a width
parameter of adaptive wavelet function; « (k) is a shape
parameter of adaptive wavelet function.

Tuning parameter «;; allows changing the shape of an
adaptive wavelet activation function during the training
process of network, and, as a result, for & ;=0 we obtain
Gaussian function, and when «; =1 we obtain wavelet-
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function “Mexican Hat”, and when 0<a; <1 — hybrid
activation function.

Figure 2 shows the adaptive wavelet activation function
with different parameters a and o .
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Fig. 2. Adaptive wavelet activation function: a — « = 1,0 =1; b — dashed line
a=03,0=1.5;,solidline ¢ =0.6,6=05;, c-a=0,0=1.

The learning task is to find synaptic weights w; (k) , centers
c;;(k) , widths o'J_-l»1 (k) and shape parameters « (k) of
adaptive wavelet activation function on each k -th iteration,

which optimizes the learning criterion.

III. LEARNING ALGORITHM FOR ALL WAVELET-NEURON
PARAMETERS

When the training data set is sufficiently large, as learning
criteria we can use the conventional squared error function in
the form

n b 2
E(k) =§(y<k> - 3(k)) = %[y(k)—zzw,»(k)«pﬁ(x,- (k))J 3)

i=1j=1

where y(k) is a reference signal.

Introducing some  denominations in the form
@ (x; (k); = (@ (), @ (GO, i) = (w3 (), ..
Wy (k) , ¢,(k) = (¢ (). (K)) :

Uff(k) = (03 (), s 07, () (k) = (@ (k) r 0y, ()
t;,(k)=(;(k),.. .,thi,-(k))T, we can write the learning algorithm
in the form

k1) = w, (6) + (e(0)J () ) ),
e,k +1) = c,(k) + ek I () (),

o7 (k+1) = 07 (k) + e (k) I () )/ 7 (k).
t,k +1) = o, () + (o) () ) o ),
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7+ = )+ o

ek = e+ o

) 5)
1 e+ 1) = A )+ |7 (o)

R k)= e+ el

where 0< <1 is a forgetting factor,
TR = (TR, JL RN S TER) = (5K ),es T ()
JE k) = TRy I NS TER) = (TR, TR
T3 = 1= a0, (0 () Jexp( 3,0 /2)
406 = w, ()57 ()22, () + 1), () — @y ()3, ()
xexp(~15(k)/2).
5 = wy (k) (k) ¢ (020 (6) + 1) (k) — e, ()2 () )
xexp(=15,(k)/2) , J§ (k) = e(kyw;, ()i, (k) exp(=15,(k) [2)
Easy to see that for f =1 method (4), (5) has stochastic
approximation properties of adaptive identification algorithm
of Goodwin-Ramage-Caines [24], and for =0 the learning
method — the popular Widrow-Hoff learning algorithm.
As can be seen, the use of the modified quasi-Newtonian
learning algorithm does not complicate numerical realization

of tuning all parameters of wavelet-neuron and provides an
increased convergence rate.

IV. WAVELET-NEURON LEARNING ALGORITHM BASED ON
EMPIRICAL RISK MINIMIZATION

In the case when we have a short data set, the proposed
learning algorithm (4), (5) cannot tune all parameters of a
network. Thus, the methods based on empirical risk
minimization are more effective in this situation.

Introducing the (nhx1) — vector of adaptive wavelet
activation functions

P(x(k)) = (@1, (x; (K))s -, 11 (X, (K)), @12 (x5 (K)), ...

6
<0hz(Xz(k)),---,cozi(xi(k)),---,(ﬂln(xn(k)),---,(ﬂhn(x,,(k)))T,( )

and corresponding to it synaptic weights vector of wavelet-
neuron

W= (Wi e es Wiy Winse e es Wyasee s Wipaee s Wipneees Wi )5 (7)
we can rewrite formula (1) in the form
(k) =w' p(x(k)) . ®)

The learning of wavelet-neuron using a least squares

support vector machine is connected with the optimization of
criterion in the form

N
E(N)= %Mz + g kglez (k) )

with regard to constrains in the form of N linear equations

(k) =w" p(x(k)) + e(k) (10)
where y >0 is a regularization parameter.
Optimization of criterion (9) without constrains (10) leads
to expression

N -1y
Ww(N) = ( > p(x(k)p" (x(k)) + y‘llj kglqo(x(k))y(k) (11)

k=1

(where [ —(nhxnh) identity matrix) that coincides with
least squares ridge-estimates (biased estimates).

For taking into account constraints (10), let us introduce the
Lagrange function

N
L(w, e(k), A(k)) = E(k) + kal(k)(y(k) —w p(x(k)) —e(k)) =
=1

1 N . (12)
——wwil > & (k) + > Ak)(y(k) — w p(x(k)) —e(k))
2 2k k=1

(here A(k) — N indefinite Lagrange multipliers) and
system of Karush-Kuhn-Tucker equations

N -
V. L(w,e(k), A(k)) = w= 2, A(k)p(x(k)) =0,

k=1

e ye(k)— (k) =0, (13)
e =y(k)—w" p(x(k))—e(k)=0

where 0 v —(Nx1) is a vector that consists of zero
elements.
Solution of system (13) can be written in the form

N
w(N) = gﬂ(k )p(x(k)),

A(k) = ye(k), (14)
y(k) =w (N)p(x(k)) + e(k)
or in the matrix form
A1) y(1)
(7711NN Q) = (15)
AN)) (¥(N)

(here Iy — (N xN) is an identity matrix) or
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(7 Ly +Quy)Ay =Yy (16)
(here. Qyy ={Q,, =" (X(P)P(x(9)} . p=12,...N ;
qg=1L12,...,N from it follows
Ay =0Ty + Q) Yy - (17)
Then an output signal of wavelet-neuron can be written in
the form

N T
y(x) = (kzll(k)co(x(k))J P(x) - (18)

As can be seen from neuromathematical point of view (the
neural network learning theory) and theory of support vector
machines (empirical risk minimization), the proposed wavelet
least squares support vector machine based on wavelet-neuron
is more simple in the implementation, has high speed of
operation and requires short volume of a training data set.

If the data are fed sequentially, the process of wavelet least
squares support vector machine learning should be organized
in on-line mode. When a pair x(N +1), y(N +1) is fed to the
input of wavelet-neuron, expression (18) can be written in the
form

N T
y(x) = [ 2 AUk)p(x(k)) + AN + Do (x(N + 1))J p(x) (19)

k=1

or in the matrix form

A(1) Y(1)
O Tyayvn +Quans)| AN |=| Y(N) | (20)
AN+D) (YN +1)
or
Quy  oyg Ay Yy
———————————— =|-———- Q1)
oyaly NAN+1)) (p(N+1)
where
Oy 1 = (" gX(l))#(x(N; D), 1" () p(x(N +1)),...,
M (x(N)u” (x(N +1)))" .
Using (21) we can write
Ay Quy oy - Yy
AN+1— _____ =\ ——7———— | |~ ———— . (22)
AN+D ) oy ly™ ) (W +D

Using the Frobenius formula for a block matrix in the form
[25]
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4 | B
M=|- - —||D=0,

C | D

4 | BY'
M1'=l- - | =

cC | D

K™ | -K'BD™!

-p'ck™ | D'+D'ck'BD™!
K=A-BD'C,

we can write
=3dNN T ON11VON 415 =Ry = V0N 1 DNyy) -

Further, it is easy to compute (N +1) —th Lagrange
multiplier using an expression in the form

AN +1) =~y K™Yy +7(L+ yoy 1Koy, )y(N +1). (23)
Further, using the Sherman-Morisson formula for matrix

inversion we can rewrite the learning algorithm in the final
form

-1 T -l

el QunOn Oy

K =Quyy + )
-0l .03

DN 132NN DN +1

AN +1) =14yl K 0y, = Yy).
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V. RESULT OF SIMULATION

To demonstrate the effectiveness of the proposed wavelet
least squares support vector machine, the practical problem of
time series forecasting, which describes the average monthly
temperature in Kharkiv, Ukraine, was solved [26]. Time series
consisted of 24 points and, thus, a training sample contained
16 points and 8 points were taken as a testing sample.

Values x(k —2),x(k —1),x(k) were taken as prehistory for
the forecasting x(k +1) value. Initial value of shape parameter
of the adaptive wavelet activation function was taken a =1.
As forecasting quality criterion we used a mean squared error
(MSE).

Fig. 3 shows the results of time series forecasting based on
wavelet-neuron with different learning algorithms. As can be
seen in Fig. 3a, the curves of the actual values (a dashed
curve) and forecast ones (a solid curve) are close enough.
Fig. 3b shows the results of forecasting using the wavelet-
neuron and gradient learning method with a constant step, and
Fig. 3¢ shows the results of wavelet-neuron and the proposed
learning algorithm (4) and (5).
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Fig. 3. (a) Result of wavelet-neuron with the proposed learning algorithm
based on SVM-criterion.

Fig. 3. (b) Results of wavelet-neuron with a gradient learning algorithm with a
constant step.

0.9 = ,

08l oo

Fig. 3. (c¢) Results of wavelet-neuron with a learning algorithm of all-
parameters (4), (5).

Table I provides the comparison of results of time series
forecasting using the wavelet-neuron with different

approaches to learning.
TABLEI

THE RESULT COMPARISON OF TIME SERIES FORECASTING

Num. of input

Neural network / Learning algorithm ;:tlilizr:t.i(?i MSEtrn | MSEchk
function
Wavelet-neuron / Proposed learning 3/8 (on-line) |0.0063  |0.0306

algorithm based on SVM-criterion

Wavelet-neuron/ Gradient learning
algorithm with a constant step

Wavelet-neuron/ Proposed learning
algorithm of all-parameters (4), (5)

3/8 (10 epoch) |0.000093 (0.3186

3/8 (10 epoch) [0.0374  [0.0572

As it can be seen, the wavelet neuron with a gradient
learning algorithm shows the best result on a training set, but
such a system has the worst prediction abilities. The wavelet-
neuron with learning algorithm (4), (5) is not able to train all
parameters of the system because of a small data set. Thus, as
can be seen from experimental results, the proposed approach
provides the best quality of forecasting in comparison with
similar approaches due to a special learning algorithm that is
able to process information in both off-line and on-line modes.

VI. CONCLUSION

The wavelet least squares support vector machine based on
wavelet-neuron was introduced and investigated. The
proposed wavelet least squares support machine has such
advantages as computational simplicity due to the wavelet-
neuron architecture, small number of tuning parameters, high
speed operation thanks to the use of the second order learning
algorithms and the possibility of on-line information
processing.
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Jevgenijs Bodjanskis, Jelena Vinokurova, Aleksandra Har¢enko. Uz wavelet neironiem balstita minimalo kvadratu atbalsta vektoru masina

Atbalsta vektoru masinas (SVM), kuru arhitektiira sakrit ar RBFN un GRNN, sinoptiskie svari tiek noteikti, risinot nelinearas programmeésanas uzdevumu, bet
aktivacijas funkciju centri tiek noteikti p&c principa ,,neironi datu punktos”, kas p&c savas bitibas ir dazadu neironu tiklu savdabigs hibrids, kuru apmaciba
bazgjas uz optimizaciju un atminu. Neskatoties uz vairakam SVM-tiklu prieksrocibam, no skaitloSanas viedokla to apmaciba ir pietickami sarezgits process, jo
tas ir saistits ar lielu dimensiju nelinearo programmeésanu. Tap&c, ka SVM alternativa, tika piedavatas mazako kvadratu atbalsta vektoru masinas (LS-SVM), kuru
apmaciba vienkarSojas 1idz linearo vienadojumu sistému risinasanai, ko ir daudz vienkarsak izskaitlot un var realizét on-line rezima. Klasiskais SVM wavelet
analogs ir atbalsta vektoru wavelet masina (WSVM), kura daudzdimensiju aktivacijas kodolu funkcijas ir aizvietotas ar adaptivam viendimensijas wavelet
funkcijam. Neskatoties uz to, ka WSVM piemit vairak iesp&ju, salidzinot ar klasiskajam SVM, to aprékinu apmaciba ir saistita ar pietickami sarezgitu procediru
realizaciju, kas, logiski, ierobeZo to iespgjas pielietosanai redla laika uzdevumu risina$anai. Sakara ar to klust aktuala pietiekami vienkarSo wavelet neironu
sistému izstrade, kas balstas uz empiriska riska minimizéSanu un orient&jas uz informacijas apstradi on-line reZima. Ka $adu sistemu bazes elementu més
pienemam wavelet neironus, kam raksturigas augstas aproksimacijas paSibas, vienkarSiba, atra apmaciba un iesp€ja atklat datos pasléptas saites.

Esrennii Boasinckuii, Enena Bunokyposa, Ajnekcanapa XapuyeHko. MalIMHa onopHbIX BEKTOPOB HAMMEHbIINX KBA/PATOB HA OCHOBE BIiiBJIeT-HeipoHa
CB0e0oOpa3sHbIM THOPUIOM DPa3IHYHBIX HEHPOHHBIX ceTel, 00ydeHHne KOTOPBHIX OCHOBBIBACTCA KAaK HA ONTUMMU3ALMM, TaK M HA MAMSTH, SBJIAIOTCS MAIIUHBI
ONOPHBIX BeKTOpoB (SVM), apxurexrypa koTopblx coBmagaeT ¢ RBFN m GRNN, cuHanTHueckue Beca ONpPENENIOTCS B Pe3ylbTaTe PEIICHUS 3aJadd
HEJMHEITHOTO NMPOrpaMMHUPOBAHMs, a IEHTPhl aKTUBALIMOHHBIX (YHKIMH yCTAHABIMBAIOTCS O NPUHIMILY «HEHPOHBI B TOYKax JaHHBIX». U xors SVM-cetn
0051aJJa10T LIeIbIM PSIOM HECOMHEHHBIM IPEUMYIIECTB, UX 00yUeHHE ¢ BBIYHCIUTEIBHON TOUKH 3PEHHS IPEACTABISIETCS JOCTATOUYHO TPYIOSMKHM, IIOCKONBKY
CBSI3aHO C peIlleHHeM 3aJad HeIMHEHHOro IpOrpaMMUPOBAHHS BHICOKOHW pa3MEpHOCTH. B CBs3M ¢ 3TUM B KadecTBe albTepHATHBHI SVM OBUIH MpeI0KEHBI
MalIuHEI OIIOPHBEIX BEKTOPOB HaMMeHbINX KBaapaToB (LS-SVM), 00ydyeHne KOTOPEIX CBOJMTCS K PEIISHHUIO CUCTEM JIMHEHHBIX YPaBHEHHH, 9TO rOpaszio Iporie
C BBIUUCIIMTENILHON TOYKH 3PEHUS U MOXKET OBITh PEaIM30BaHO B OHJIAKH pexume. BaliBier-aHanorom tpaauinonHoit SVM sBisieTcs B3WBIIET MalllMHA OMOPHBIX
BekTopoB (WSVM), B KOTOpOHi MHOTOMEpHBIE si/IepHbIe (DYHKIMU aKTUBALMHM 3aMEHEHbI OJHOMEPHBIMH a/IalITUBHBIMU BiiBIeT-QyHKuusamu. U xors WSVM
obnagaeT OOJBIIMMYI BO3MOXKHOCTSIMH II0 CPaBHEHHIO C TPaJUIUOHHBIMEH SVM, Mx oOydeHHe C BBIYUCIMTEIHHONW TOYKH 3PEHUS CBS3aHO C peayn3aluei
JIOCTAaTOYHO CJIOKHBIX HPOILIEAYP, YTO, ECTECTBEHHO, OTPAHMYMBAET UX BO3MOXKHOCTH JUISl pEIIEHHs 3a/1au PealbHOrO BpeMEHH. B cBsi3M ¢ 9TUM npejcTaBisercs
1e7IecooOpa3sHol pa3paboTKa TOCTATOYHO NPOCTHIX BIHMBIET-HEHPO-CUCTEM, PEalU3yIONIUX UAeH OOydYEeHHs, OCHOBAHHOTO Ha MHHHMH3AIUH SMIHPHIECKOrO
pPHCKa ¥ OPHEHTHPOBAHHBIX Ha 00paboTKy mH(opManuu B online-pexxume. B kauectBe 6a30BOro 3meMeHTa TaKHX CHCTEM HAaMH IIPUHAT BIUBIET-HEHPOH,
XapaKTePH3YIOIUHCS BBICOKUMHU AaNIIPOKCHMHUPYIOIIUMHI CBOMCTBAMHU, IPOCTOTOM, BBICOKOIl CKOPOCTBIO OOYYEHHS M BO3MOXKHOCTBIO BBISIBISITH CKDBITHIC
3aBHCHMOCTH B 00pa0aThIBa€MBbIX JaHHBIX.
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