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Abstract — Monitoring of different natural and technological
objects is essential in the modern world to ensure a safe and
comfortable people’s lifestyle; it helps to understand how the
planet and its climate change, what role is played by
anthropogenic and technological factors in these changes.
Different methods and decision-making models are used in the
monitoring and control of natural and technological objects; this
paper provides an overview of the commonly used models of
ground-space monitoring of natural and technological objects,
which have been analysed in the framework of the project
INFROM.
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[. INTRODUCTION

The monitoring of natural and technological objects is
focused on the issues of changing ecosystems, geosystems,
climate and providing services for sustainable economy,
healthy environment and better human life by means of the
following activities:
early warning of natural and anthropogenic disasters;
technologic object security;
land cover/land change, natural resource usage;
human health and the preservation of the
environment.

This paper presents on-going work on the development of
computationally  efficient and wuser-centred geospatial
monitoring, analysis and modelling framework that allows
processing and integration of remotely sensed data at different
spatial and time scales, as well as modelling and simulation
for assessment of possible future development scenarios of the
monitored and analysed natural and technological objects. The
goal is to improve the integrated monitoring and control of
cross-border complex natural and technological objects of
Latvia and Russia within the INFROM project (Integrated
Intelligent Platform for Monitoring the Cross-Border Natural-
Technological Systems), ELRI-184 within the Estonia-Latvia-
Russia Cross-border Cooperation Programme as a European
Neighbourhood and Partnership Instrument 2007-2013.

To develop an integrated technological framework for
remote sensing and monitoring of natural and technological
systems, it is necessary to classify the objects to be monitored.
In general, the objects of natural and technological systems for
monitoring and control purposes can be divided into three
main classes:

1. environmental and natural resources;

2. objects of technological systems;

3. natural disasters and industrial accidents.

To monitor and forecast ecological objects and processes,
different decision-making methodologies and models are used
based on land use classification of satellite images, the
hydrological data analysis, integration of remote sensing data
and hydrological analysis results, etc. This paper provides an
overview of the commonly used models of ground-space
monitoring of natural and technological objects.

II. MODELS OF NATURAL OBJECT MONITORING

For monitoring and forecasting, different methodology and
decision models are used: land use classification of satellite
imagery, hydrologic data analysis, integration of remote
sensing images and hydrologic data analysis.

These decision models include microeconomic models,
space theory-based models, psychosocial and cognitive
models, institution-based models, experience- or preference-
based decision models (rules of thumb), participatory agent-
based modelling, empirical or heuristic rules, evolutionary
programming, and assumption and/or calibration-based rules.

The quality and safety of human life is of high important in
the contemporary world and that is why special attention has
been devoted to natural disasters:

e flood mapping systems;
e  wildfire monitoring systems.

The second field of natural and ecological systems is related
to land use:

e land use monitoring systems.

Detection of coastline changes and forest land cover
changes is less operational, but a more strategic issue:

e automatic detection of coastline changes;
e forest land cover changes.

A. Disaster Management Model

In this model [1], different remote sensing techniques were
mentioned for the monitoring and analyses of such natural
disasters as earthquakes, volcanic eruptions, tsunamis,
hurricanes, destructive cyclones, landslides, floods. In the
current research, an attempt has been undertaken to adapt
these remote sensing techniques to geographic information
systems, web technologies.

Methodology — land use classification of satellite imagery,
hydrologic data analysis, integration of remote sensing images
and hydrologic data analysis.

Land use classification of satellite imagery used in this
model, minimum distance method:
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where n = the number of bands (dimensions); i= a particular
band; ¢ = a particular class; X,,= the data file value of pixel
X,y band I; p= the mean of data file values in band i for the
sample for class ¢ and SD,y= the spectral distance from pixel
X,y to the mean of class c.

Model, maximum likelihood method:
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where P (x|Ci) — the class probability density; P (Ci) — the
prior probability and P (x) — the feature probability density
(class-independent).

B. Flood Mapping Models

The authors of flood management model [2] proposed a
new GIS-based decision support system developed for
integrated flood management within the framework of
ArcGIS, based on realistic two dimensional flood simulations.
This system has the ability to interact and use classified
Remote Sensing image layers and other GIS feature layers,
such as zoning layer, survey database and census block
boundaries for flood damage calculations and loss of life
estimations.

For instance, the equation for retrieving the life loss of a
subcategory layer, which satisfies a medium flood severity
with no warning time in the domain, is as follows:

[LossLife] = (([D] < Haipn J3(ID1 2 H,,,)) &

,(3)
((TAT] - Wisewe) < W) % [Cs] x R,

where LossLife, D, AT and Cs represent a raster layer of loss
of life, flood depth, arrival time and census block information,
respectively, Hyign/Hiow are the limits for high/low severity
flood depth, W issue is the initial time of a public warning,
W, is the time limit for no warning, and R; is the
corresponding fatality rate.

An automated SAR-based flood monitoring system model
introduces two variants of an automated SAR-based flood
extraction algorithm with and without integration of pre- or
post-flood reference images.

Spaceborne SAR data have proven to be efficient tools not
only in flood monitoring, but also in flood forecasting through
near real-time assimilation of remote sensing-derived flood
extent data in coupled hydrologic—hydraulic models.

The method proposed in the current research is composed
of three processing stages:
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e estimation of the statistical distribution of ‘water’
backscatter values from the SAR flood image:
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e radiometric threshold of the SAR image in order to
extract the core of the water bodies;
e region growing to extract all water bodies.

C. Wildfire Monitoring Models

In the fire risk assessment model [3] an integration
framework for fire risk evaluation was proposed. The system
was based on two groups of factors: those associated to the
probability that a fire occurs (Modelling the human factors of
fire ignition, Ignition potential from lightning, Ignition
potential associated with fuel moisture content status) and
those related to the potential damages of fires (Propagation
potential, Socioeconomic values, Degradation potential,
Landscape value).

Based on this model, the conceptual scheme for fire risk
assessment was defined, and the methods used to generate the
risk parameters were described.

Once the overall production for acorns was estimated, the
potential damage of losing those resources by a forest fire was
computed as follows:
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where V is the assessment of potential losses, P — the
production of acorns (kg ha—1), R — the price (€kg—1), i — the
annual depreciation, T — the rotation for the oaks (in years)
and e is the age of the species for the year of the fire (in
years).

D. Detection of Coastline Change Models

The methodology developed in the automatic detection of
shoreline change model [4] consists of the automatic
delineating of the land/sea boundary using segmentation
algorithms that evaluate TOA (Top of the Atmosphere)
reflectance of Landsat satellite images. Also for the coastline
delineation for coastal wetlands the NDWI index and
automatic threshold technique by Otsu (1979) and Sezgin and
Sankur (2004) for TM Bands (4 and 2) and Landsat Enhanced
Thematic Mapper Plus (ETMp) are used.

In this model, coastlines were extracted from satellite
images for 1972, 1984, 1987, 1998, 2002 and 2009 by
segmentation with a histogram based on the automatic
threshold method. The coastline rate of change was calculated
using DSAS software and two different statistical techniques:
End Point Rate (EPR) and Linear Regression Rate-of-Change
(WLR).
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Based on this model, a new approach was proposed in the
conceptual level using a flowchart of the automatic coastline
extraction methodology.

Storm impact model along European coastlines [5], [6] is
based on results from two projects on marine storm impact
along European coastlines. These two projects focus on
different purposes, one project concentrates on the physical
aspects of the problem (MICORE) and the other one on the
socioeconomic implications (ConHaz).

The MICORE Project (16 partners from 9 European
countries) aims to provide on-line predictions of storm-related
physical hazards, hydrodynamic and morphodynamic impacts.
The ConHaz Project addresses the socioeconomic implications
that should actually materialize these (or other) hazards.

The methodology in this model is suggested by the FP VI
Flood-site Project and the schematic approach adopted by
FEMA in the USA.

In these projects for morphological modelling, the
modelling techniques were used, which were based on an open
source approach using the XBeach model.

The total wave energy dissipation, i.e., directionally
integrated, due to wave breaking is modelled according to
Roelvink:
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On the model of long-term morphological evolution of
Darss—Zingst peninsula, at the southern Baltic Sea coast
(1900-2000), coastline changes were simulated with different
grid resolutions [7].

Simulation of the decadal-to-centennial morphological
evolution of the Darss—Zingst peninsula is based on a multi-
scale process-based model consisting of eight main modules to
calculate different physical processes that drive the evolution
of the specific coastal environment.

The model consists of 8 modules:

1) A 2DH (two-dimensional

circulation module:
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where 1 is the free water surface, U, V are the flow velocity
along x and y direction, respectively. D is the water depth
defined as D ¥4 H p h, where H is the static water depth. P is
the average water density, g is gravitation acceleration, f is the
Coriolis coefficient. Tox, toy represent the surface wind stress
calculated by the wind-induced wave module; tbx, tby
represent the bottom stress calculated by the bottom boundary

module; u is the eddy viscosity coefficient. Fx and Fy are the
gradient terms of radiation stresses resulting from wave
breaking.

2) A wind-induced wave module -calculating wave
parameters for nearshore currents and bottom shear stress.

3) A bottom boundary layer (BBL) module calculating the
bottom shear stress generated by the combined effects of
currents and waves.

4) A sediment transport module calculating sediment
fluxes:

anc  dbuC aDvC a . ac a . ac
F‘F E +T+D8—E‘.‘“— @ oource =E(Dnha)+a(Dnh 3) ,(8)

where C is the suspended sediment concentration; De
represents deposition flux and Er represents resuspension flux.
Calculation of these two parameters follows the framework of
ECOMSED. The horizontal eddy diffusivity (Ah) is calculated
using the Smagorinsky eddy parameterization. The term ¢-
source denotes the sediment source term from the lateral
boundary (by erosion of the cliff and sandy beach):

0, for non — for lateral boundary cells
@1aterqr for lateral boundary cells

Deource = | ©)

5) A cliff erosion module calculating the lateral sediment
fluxes from the cliff and the beach elements:

Fw

R :{% ln(n) JE, > E,
0,F, < F,

(10)

where RO is the erosion rate within one wave-period (m/s); Fr
is the mechanical strength of the cliff (MPa); Fw is the
destructive force of the waves (MPa) given by:

E, = sin6 (pgS—HZ) Cp»

(11)

where 0 is the angle between the direction of wave
propagation and the wall of the cliff. H is the significant wave
height at the base of the cliff; C,, is the group velocity of the
waves. Values of these parameters are provided by the wave
module.

The eroded material from the cliff serves as the source term
for the sediment transport equation, which is given by:

R/AXH 01
feon T—Chff, for silt/clay
Psource = WamfA (12)
R AXH ;i
(1 = feon) ——L, for sand
wave

where Ax is the grid cell width at the cliff; Hcliff is the cliff
height; fcoh is the fraction of cohesive sediment of the eroded
material. fcoh=0.7 is assumed for the glacial till cliff elements
and 0.1 — for ‘dune cliff” elements.

6) A nearshore storm module calculating the sand-dune
erosion, overwash and breaching under extreme wind
conditions, bathymetry update is given by:
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where AHn+1 is the bed elevation change during the (n+1)th
cycle of hydrodynamic computation; mf is a morphological
update factor; Azk is the thickness of that layer of the
condensable sediment (1 <k <M, where M is the user-defined
number of condensable sediment layers above the marine
base); ADn+1 and AEnt1 are the thickness of sediment
deposition and erosion in the (nt1) cycle of model run
calculated from the representative yearly wind series,
respectively; ASLn+1 is the sea-level change for the (n+1)th
cycle of computation, Ayn+1 represents the corresponding
geotectonic movement; fs is the frequency of a representative
north-easterly storm and Azs is the calculated storm-induced
bathymetrical change; Ak is the long-term compaction rate for
the kth layer of the condensable sediment.

7) A bathymetry update module calculating the long-term
bathymetric change, and

8) A long-term control function set up-scaling the processes
from the short term to the long term.

E. Forest Land Cover Changes

In risk assessment of wind damage in forest management
model [8] a GIS-based decision support system (DSS) was
built for assessing the risk of wind damage by integrating a
forest growth and yield model SIMA and a mechanistic wind
damage model HWIND into GIS software ArcGIS 8.2.
ArcObjects in ArcGIS and Microsoft Visual Basic 6 were used
to develop the Windows-based system. The HWIND model
was issued in this DSS to describe the mechanistic behaviour
of Scots pine, Norway spruce and birch trees (pure stands)
under wind loading.

This DSS can help forest managers to analyse and visualize
(charts, maps) the possible effects of forest management, such
as clear-cuts, on both the immediate and long-term risks of
wind damage at both stand and regional levels.

The total mean wind-induced force is the sum of the wind
forces acting at each point on the stem and crown (F1), which
is given at height z by:

Fi(2) = ; Capu()*A(2), (14)
where u is the mean wind speed (ms—1), A (m2) is the
streamlined projected area of the stem and crown against
which the wind acts, Cd is the drag coefficient and p (kg m—3)
is the density of the air.

F. Land Use Monitoring Models

In spatial and multi-level models of tropical land use and
cover change model [9], Geographically Weighted Regression
was applied and compared to multi-level models. Together,
these models can draw a more complete picture of land cover
change patterns in Guatemala and elaborate more
comprehensive implications for theory, empiricism, and
policy.
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Data used for this analysis come from three sources: 2000
Guatemalan Living Standards Measurement Survey, 2003
Guatemala National Agriculture Census, and 2001-2009
Forest Cover Change database for all municipalities in Latin
America. The three data sources provide detailed information
regarding land.

In this model the following approach are used: multi-
level/grouped models and spatial analysis and modelling.

The GWR (Geographically Weighted Regression) for this
study is stated as follows:

Yi = Bio + Xk=1BixXix + &> (15)

where Bi0 is the intercept at location i with latitude and
longitude coordinates that correspond to the centroid of each
municipality and department, n is the number of model
independent variables, and Bik is a value of Bk at point i. For
this model yi is the percentage of land identified by satellite
imagery as forest cover in 2009 in the first model, and the
change in forest cover from 2001 to 2009 in the second model.
Bk is regression parameter estimates with corresponding
explanatory variables xk, with independent error term & at
location i.

The two-level random-intercept linear regression model is
written as follows:

Vij = By 4 faxg; o4 Bpxpfs ¥+ 55 (16)

For the first model, yij is the percentage of land identified
by satellite imagery as woody vegetation in 2009, where i
represents municipalities within j departments. For model 2,
yij is the ratio of municipal woody vegetation from 2001 to
2009, where i represents municipalities within j departments.
B1 is the intercept along with its independent error term g
while P2 through fp are regression coefficients with
corresponding explanatory variables x2ij through xpij with
their independent error term &ij.

In discrimination of vegetation and burned area model [10],
a transformation on the near-infrared (NIR) and middle-
infrared (MIR) was defined with the aim of enhancing the
spectral information in such a way that vegetated surfaces may
be effectively discriminated and then ranked according to the
water content of vegetation, leading to the distinction between
green vegetation and burned surfaces. The purpose of
transformation design is to make a synergic use of advantages
of indices, like BAI, that rely on the concept of distances to a
fixed point and of indices, like NDVI and VI, which
incorporate differences between channels. Remotely-sensed
observations were gathered over two main Brazilian biomes,
namely the Amazon Forest and the Cerrado region as covered
by 16 Landsat ETM+ images. Burned Area Index (BAI):

1

BAI3 = (17

(PNIR=PCNIR)?+(PMIR—PCMIR)?’
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where pCNIR and pCMIR are the coordinates of the above-
mentioned convergence point, given by the NIR minimum and
MIR maximum values of reflectance for burned vegetation.

GEMI is an optimized vegetation index designed to
minimize contamination of the vegetation signal by extraneous
factors, such as the atmosphere and the soil background.
GEMI was modified by replacing AVHRR channel 1 (R) by
channel 3 (MIR) leading to the so-called GEMI3:

Y(1-0.250)—(ppmir—0.125)

1-pMmIR
1(pRir—Phrir)+15PNIR+0-5PMIR
PNIRtTPMIR+0.5

GEMI3 =

E

where:Y = (18)
New vegetation index, the so-called VI3, which is a
modified version of the traditional NDVI:

(PNIR—PMIR) f
—, I0or =
(pNiR+PMIR)’ PNIR 'DRED,

0, forpyir < Prep

VI3 = (19)

where pMIR and pRED are the MIR and red reflectance,
respectively. The restriction pNIR>pRED prevents the index
from being erroneously applied to water surfaces, where it is
defined.

Cropping system model at a regional scale [11] is based on
results from the SEAMLESS project, in which an integrated
assessment and modelling platform was developed for
carrying out ex-ante policy assessments, like agricultural
policies of the European Commission with an aim to improve
the sustainability of agriculture in the European Union.

APES is a generic cropping system model that operates at
the scale of an individual homogeneous field. This system is
composed of two main groups of software units: simulation
engine on MODCOM modelling framework and model
components (cross-component unit to compute mass balance).

Modelling efficiency (EF) is defined as follows:

Z{L=1(Yi_?i)2

EF =1- =
Z?=1(Yi—Y)2 ’

(20)

where Yi is the observed value in site class i, ¥, is the
simulated value, Y is the average of the observed values and n
is the total number of site classes.

The aim of the model of global crop production assessments
was the assimilation and utilization of NASA Earth
Observation System (EOS) data [12]. To achieve the aim set,
systematic benchmarking techniques were used to evaluate the
effectiveness of risk-reducing mitigations.

NASA'’s Jet Propulsion Laboratory developed the Defect
Detection and Prevention (DDP) risk management software
tool. This tool was employed to quantify the effectiveness of
the enhancements, using attainment of objectives as
performance indicators and risk balance. This support tool
assimilates satellite data (e.g., MODIS, ASTER, AMSR).

To understand the impacts that climate variability,
landscape change, and anthropogenic and economic forces
have on global agricultural production, Earth science data are

used. This data, models and geographic information systems
in agricultural monitoring and assessment continue to expand
our ability to understand the impact on climate, etc.

In this model, a decision support system conceptual model
is presented for estimating global crop production from
disparate data.

III. MODELS OF TECHNOLOGICAL OBJECT MONITORING

Technological systems include a variety of objects that are
manmade or pertaining to a process or substance created by
human technology [13], [14]. Monitoring of technological
objects allows observing changes in the object in order to:

e optimize processes related to the object;

e prevent events leading to damage of the object;

e determine areas affected by the operation of the
object;

e cvaluate financial, ecological or other metrics of the
object.

Technical models for monitoring the object are similar to
conceptual models of the object and mainly are determined by
an objective of monitoring. Thus, it is impossible to describe
all possible models and the paper contains several models for
the most prioritized issues.

A. Monitoring of Cracks and Bowing in Structural Walls

Analysis of measurements on beams shows that there are
several mathematical equations for calculation factors that
cause cracks and bowing. For example, to account for the
major factors affecting crack width, ACI Committee 224
recommends the following flexural crack-width formula,
which is based on the so-called Gergely-Lutz equation:

w=22p¢3/d.A,

where W— the most probable crack width; £ — the ratio of
distance between the neutral axis and tension face to the
distance between the neutral axis and the centroid of
reinforcing steel; £, — strain in reinforcement due to the
applied load, dc — thickness of cover from tension face to
centre of the closest bar (in.); and A— the area of concrete
symmetric with respect to reinforced steel divided by the
number of bars.

Using this formula, it is possible to follow the probability of
cracks in structural walls, for example, by monitoring
thickness of covers. In a similar way, it is possible to monitor
using other formulas that are found in other studies [15], [16],
[17].

B. Monitoring of Soil Undermining by Burst Water Main

Soil liquefaction is a process in which over a very short
period of time (several seconds or tens of seconds) during
ground shaking, the soil transforms from its normal solid state
into a heavy liquid mass [18]. Several monitoring models are
described in literature [19-22] for monitoring, which can be
performed from land and from the space. One of the models is
seen in Fig. 1.

21
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function of temperature and pressure that can be easily
monitored and velocity of wind that can be monitored as well.
| PatarneLel Seltings | E. Road Wear
. There are multiple [29-32] papers on the modelling of
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Fig. 1. Flow chart of the monitoring program [9]

C. Calculating the Amount of Available Power for Hydroelectric
Power Station

A hydropower resource can be evaluated by its available
power [23], [24]. The power available from falling water can
be calculated from the flow rate and density of water, the
height of fall, and the local acceleration due to gravity. In SI
units, the power is:

P =npQgh,

where P — power in watts; n — the dimensionless efficiency of
the turbine; p — the density of water in kilograms per cubic
meter; Q — the flow in cubic meters per second; g -  the
acceleration due to gravity; h — the height difference between
inlet and outlet.

Parameters that are necessary for calculation of the power
can be monitored in order to receive better results [25].

(22)

D. Calculating the Amount of Available Power for Wind Farms

Amount of produced power depends on many factors, such
as a shape of a propeller, height of constrictions, wind flow
etc. Thus, there are many complicated formulas for power
calculation [26], [27], [28]. However, they can be simplified to
the one:

(23)

where P — power; S — swept area; p — air density; v — velocity.

This formula allows making a monitoring model for
calculating the amount of available power for wind farms,
where swept area is a constant for specific equipment, air
density is calculated using the ideal gas law, expressed as a
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pavement deterioration and its prevention, including methods
like calculation of relative effects of different axle loads or
annual change in roughness as seen in (24).

ARl =K [ARI, + ARl +ARI_+ARI, ]+ ARl  (24)
where ARI — the total incremental change in roughness during
the analysis year, in m/km IRI; Kgp — the calibration factor for
roughness progression; ARIs — the incremental change in
roughness due to structural deterioration during the analysis
year, in m/km IRI; ARIc — the incremental change in
roughness due to cracking during the analysis year, in m/km
IRI; ARIr — the incremental change in roughness due to rutting
during the analysis year, in m/km IRI; ARIt — the incremental
change in roughness due to potholing during the analysis year,
in m/km IRI; ARIe — the incremental change in roughness due
to an environment during the analysis year, in m/km IRI.

IV. MODELS OF OBJECT MONITORING IN CRISIS SITUATIONS

Crisis situations for NTS systems can be caused by natural
disasters or by industrial accidents.

A natural disaster is a major adverse event resulting from
the earth’s natural hazards. A natural disaster can include loss
of life, injury, economic loss, and environmental loss. The
severity of the losses depends on the ability of the affected
population to resist the hazard, also called their resilience [33].
Natural disasters for project area includes the following:

« carthquakes;

e extreme heat;

« floods;

e severe weather;

* thunderstorms and lightning;

» wildfires;

+ winter storms and extreme cold.

Industrial disasters or accidents are disasters caused by
industrial companies, either by accident, negligence or
incompetence [34]. They are a form of industrial accident,
where great damage, injury or losses of life are caused. Other
disasters can also be considered industrial disasters, if their
causes are rooted in the products or processes of industry.
Since there is little or no warning of industrial/chemical
accidents, the loss incurred is very high. There is a huge loss
to life, property, livelihood and environment. Hazardous
materials in various forms can cause death, serious injury, and
damage to buildings, homes and other properties. The areas
close to an industrial setup are under immediate threat. People
working in that industry or people residing in the neighbouring
areas are normally affected. Main disasters can be classified in
the following industries:

 chemical industry and hazardous materials;

* construction industry;



Information Technology and Management Science

* energy industry and power outage;
* manufacturing industry.

A. Monitoring of Earthquakes

There is no accepted method to predict earthquakes;
however, some regions are more prone to earthquakes than
others due to their location in proximately to earthquake
faults.

Modern seismographic systems precisely amplify and
record ground motion (typically at periods of between 0.1 and
100 seconds) as a function of time. This amplification and
recording as a function of time is the source of instrumental
amplitude and arrival-time data on near and distant
earthquakes. Although similar seismographs have existed
since the 1890s, it was only in the 1930s when Charles F.
Richter, California seismologist, introduced the concept of
earthquake magnitude [35].

Richter’s original magnitude scale (ML) was then extended
to observations of earthquakes of any distance and of focal
depths ranging between 0 and 700 km. Because earthquakes
excite both body waves, which travel into and through the
Earth, and surface waves, which are constrained to follow the
natural wave guide of the Earth’s uppermost layers, two
magnitude scales evolved — the mb and MS scales.

The standard body-wave magnitude formula is as folows:

m, = log,,(2)+Q(D,), 25)

where A — the amplitude of ground motion (in microns); T —
the corresponding period (in seconds); Q(D,h) — a correction
factor that is a function of distance; D — degrees among the
epicentre, an station and focal depth of the earthquake; h — the
focal depth of the earthquake (in kilometres).

The standard surface-wave formula is as follows:

A
M, =log,, () +1.66log,,(D) +3.30, (26)

There are many variations of these formulas that take into
account effects of specific geographic regions so that the final
computed magnitude is reasonably consistent with Richter’s
original definition of ML.

Description of effects based on a magnitude is given in
Table I:

TABLE I
EFFECTS BASED ON MAGNITUDE [35]

2013 /16

Magnitude Description of effects

6.2-69 Much building damage, houses move on their foundations,
chimneys fall, furniture moves

7.0-73 Serious damage to buildings, bridges twist, walls fracture,
many buildings collapse

74-79 Causes significant damage, most buildings collapse

8.0 and over Causes extensive damage, waves seen on the ground’s
surface, objects thrown into the air

Magnitude Description of effects

Less than 3.4 | Usually felt by only a few people near the epicentre

35-42 Felt by people who are indoors and some outdoors,
vibrations similar to passing a truck

43-438 Felt by many people, windows rattle, dishes disturbed,
standing cars rock

49-54 Felt by everyone, dishes break and doors swing, unstable
objects overturn

55-6.1 Some damage to buildings, plaster cracks, bricks fall,
chimneys damaged

B. Extreme Temperatures

Changes in extreme weather and climate events have
significant impacts and are among the most serious challenges
to society in coping with a changing climate. As a result, the
demand for information services on weather and climate
extremes is growing. The sustainability of economic
development and living conditions depends on our ability to
manage the risks associated with extreme events. Models for
monitoring temperature are widely recognized and available in
literature [36], [37]. One of the models is a wind chill
temperature index (WCTI) based on wind chill models. The
model used wind, air temperature, and solar radiation as the
environmental factors in the wind chill formula:

WCTI =13.12+0.3215T —11.37V *'° +0.3965TV *'°,  (27)
where WCTI — the wind chill temperature index; T — the air
temperature in °C; V — the wind speed in km h-1 at 10 m
elevation.

C. Floods

Space-based river monitoring can provide a systematic,
global, timely and impartial way to monitor disastrous floods.
This paper describes a methodology to use daily passive
microwave observations to detect, map and size floods, both
for the purposes of global humanitarian organizations and
national hydrological services. Early warning is possible by
monitoring upstream areas, with warning lead times up to
30 days. Flood maps are of a low resolution but match maps
derived from high-resolution imagery. The interest lies in their
daily availability, allowing us to understand the dynamic
aspects of floods. Finally, objective flood sizing is achieved by
integrating information over time and space [38], [39].

Using Advanced Microwave Scanning Radiometer — Earth
Observing System (AMSR-E) data, a method for detecting
major floods on a global basis is developed, in a timely and
impartial way appropriate for humanitarian response. The
methodology uses the brightness temperature at 36.5 GHz H-
polarization during the descending (night) orbit of AMSR-E
with a footprint size of approximately 8612 km2 and an
average revisit time at 1 day. Brightness temperature is related
to the physical temperature T and the emissivity e of an object:
TbY%eT. Due to the different thermal inertia and emission
properties of land and water, the observed microwave
radiation in general accounts for a lower brightness
temperature values for water (Tb,water) and higher for land
(Tb,Jland4Tb,water). Since each observation of the satellite (or
pixel) covers a relatively large area of 8612 km2, the observed
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brightness temperature is mostly composed of both water and
land values, in proportion to the relative area of water (w) and
land (1 — w) in the pixel.

b.lan (28)

b,water >
where w is the water portion of the pixel.

If the physical temperature remains constant, changes in
brightness temperature will be related to changes in water
surface extent in the pixel. However, in spite of the great
radiation dissimilarity of water and land cover, the raw
brightness temperature observations cannot be used to reliably
detect changes in surface water area. This is because
brightness temperature (Tb) measures are influenced by other
factors, such as physical temperature, differences in emissivity
and atmospheric moisture. While the relative contribution of
these factors cannot be measured, they are assumed to be
constant over a larger area. As shown in (2.5), the ratio
between two nearby pixel values is a function of w alone.
Therefore, by comparing a ‘wet pixel’ received over a river
channel of a potential inundation location (w40) with a ‘dry
pixel’ without water cover (w'40), the mentioned noise factors
can be reduced. The brightness temperature values of the
measurement/wet signal are divided by the calibration/dry
observations, referred to as M/C ratio or signal s.

Tb,measurment: (- W)Tb,land + WT{J,water:Tmeasurmerﬁ(l - W)gland + Wgwater)

Tb,calibrat'm :Tb,land =T aiibratinEiand

/(29)

If, for nearby pixels, we assume

gland,measurment ~ gland,calibration R Eland 9Tmeasurment ~ Tcalibration ,(30)

then
s :M _ Tb,measurment: measuremeﬁ(l_w)‘c“land+W€water) ~ 1_W+W8water =f (W) ’(3 1)
C Tb,calibratin Tcalibratiogland ‘C"Iand
D. Wildfires

Fires, whether of human or natural origin, have profound
effects on land cover, land use, production, local economies,
global trace gas emissions, and health. Uncontrolled wildfires
can have an immense impact on the human population and the
environment. A fire analysis cycle can be defined that moves
from mapping the potential for a fire start if there is ignition,
to detecting the start of a fire, through monitoring the
progression of a fire, to mapping the extent of the fire scars
and the progression of vegetation regeneration [40]. Such
information would be useful to managers, policy makers and
scientists interested in mitigating and evaluating the effects of
wildfires.
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Fire Potential, Detection, Monitoring, and Assessment

Fire Potential

Amount of dead and live vegetation <= land cover map <= Landsat, SPOT, AVHRR

Fire Potential Index <= Moisture of live vegetation <= AVHRR NDV1iime series <= AVHRR, MODIS
Molsture of dead vegetation <= f(tem perature, relative humidity, state-of-the-weather)
Socloeconomic Impacts<=population distribution

Flre Assessment E-ERS-1, J-ERS-1, Radarsat
Vegetation change map __ avumR MoDIS
Productivity change map Landsat, SPOT, IRS

Fire Detection
Detect heat <= NOAA thermal and midinfrared
Detect brightness <= DMSP nighttime visible

Fire Monitoring

Detect heat <= NOAA themal and midinfrarad

Detect brightness <= DMSP nightime visible

Detect smoke and haze <= DMSP or NOAAvisible/infrared
Measure fire scars <= E-ERS-1, J-ERS-1, Radarsat SAR

Fig. 2. Fire analysis cycle [40]

E. Hazardous Materials

A hazardous material is defined as any substance or
material that could adversely affect the safety of the public,
handlers or carriers during transportation [41]. There are nine
classes of hazardous materials (see Table II):

TABLE II
CLASSES OF HAZARDOUS MATERIALS [42]
Hazard Class Material
Hazard Class 1: Mass explosion hazard; Projectile hazard;
Explosives Minor blast/projectile/fire; Minor blast;
Insensitive explosives; Very insensitive
explosives
Hazard Class 2: Flammable gases ; Non-flammable compressed

Compressed Gases

gases; Poisonous gases

Hazard Class 3:
Flammable Liquids

Flammable (flash point below 141°C );
Combustible (flash point between 141°C-
200°C)

Hazard Class 4:
Flammable Solids

Flammable solids; Spontaneously combustible;
Dangerous when wet

Hazard Class 5: Oxidizers
and Organic Peroxides

Oxidizer; Organic Peroxide

Hazard Class 6: Toxic
Materials

Material that is poisonous; Infectious Agents

Hazard Class 7:
Radioactive Material

Radioactive I; Radioactive II; Radioactive IIT

Hazard Class 8: Corrosive
Material

Destruction of the human skin; Corrode steel at
a rate of 0.25 inches per year

Hazard Class 9:
Miscellaneous

A material that presents a hazard during
shipment but does not meet the definition of the
other classes

Hazardous material monitoring depends on the type of
material and several models are described in the literature both
for risk assessment and for the evaluation of incidents [41,
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Fig. 3. Risk assessment process [43]

V. CONCLUSION

Different variants of models and multiple model complexes
of natural and technological objects were reviewed and
analysed in this paper. This research helps to develop a
generalized description (macro-description) of various classes
of natural and technological object models (macro-models)
that  allow, first, establishing interrelations  and
correspondences between the types and kinds of natural and
technological object models, and, second, comparing and
ranking them using various metrics. The study helps to
develop combined methods for estimating quality indices of
natural and technological object models (poly-model systems)
given by numerical and non-numerical (nominal and ordinal)
scales; to develop methods and algorithms for solving
problems of multi-criteria analysis, ordering, choice of the
most preferable natural and technological object models (poly-
model systems), and control of their quality.
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Andrejs Romanovs, Arnis Lektauers, Oksana So$ko, Vjaceslavs Zelencovs. Dabas un tehnologisko objektu monitoringa un kontroles modeli

Dabas un sarezgitu tehnologisko objektu izmantoSanas efektivitati liela méra nosaka tas, cik mérktiecigi tiek veikta §is izmantoSanas vadiba, kura ir iesp&jama,
tikai izmantojot liela méroga automatizétas vadibas informacijas sistémas. Sadu automatiz&étu vadibas sistému viens no galvenajiem elementiem, kas paredzéts
vadibas informacijas nodro$inasanai, ir objektu stavoklu monitoringa un kontroles sisttma. Monitoringam nepiecieSama informacija parasti tiek iegiita no
dazadiem datu avotiem, tadas ka biometriskas, aerokosmiskas un citas kontroles, novéro$anas un uzskaites sist€émas, un tada veida $ada veida informacija péc
bitibas ir heterogéna (elektriskie signali, grafiska, tekstuala, audio un videoinformacija utt.). Dabas un tehnologisko objektu monitorings lauj novérot $o objektu
izmainas, lai optimiz&tu ar dotajiem objektiem saistitos procesus, novérstu notikumus, kas var novest pie So objektu bojajumiem; noteiktu objektu darbibas
ietekmes robezas; novértétu finansu, ekologiskos un citus $o objektu raksturlielumus. Nemot véra misdienu dabas un tehnologisko sistému sarezgitibu un
daudzfunkcionalitati, to monitoringu ir javeic, izmantojot liela apjoma heterogénu datu kopas. Monitoringam un prognoz€Sanai tiek izmantotas dazadas
metodikas un l@mumu piepemsanas modeli; $is raksts sniedz parskatu par biezak izmantotajiem dabas un tehnologisko objektu virszemes un kosmiska
monitoringa modeliem, kas ir izanaliz&ti un izpé&titi starptautiska projekta INFROM ietvaros.

Amnapeii Pomanos, Apuuc Jlekrayspe, Oxcana Comko, BsiveciaB 3esieHuoB. Mojesiu MOHUTOPHHIA M KOHTPOJISI NPUPOAHBIX U TeXHOJOIHYECKHX
00bEKTOB

D¢ HeKTUBHOCTD HCIONB30BAHUS TPUPOJHBIX U CIOKHBIX TEXHOJIOTMYECKHX OOBEKTOB BO MHOIOM OIPEAEISETCS OCYIIECTBICHHEM LEICHANPABICHHOTO
YIpPaBICHUS HMH, KOTOPOE BO3MOXKHO JIHINb IPH HAIWYUH IIOJHOMACIITA0OHOH aBTOMATH3UPOBAHHON HH(OPMAIMOHHOH CHCTEMBI ymnpaBieHus. OZHHM H3
OCHOBHBIX 3JIeMeHTOB naHHOH ACY, npenHa3HayeHHOW MI1 MH(GOPMAI[MOHHOIO OOECIeYEeHHMs! YIPABICHUS, SBISIETCS CHCTEMa MOHHTOPUHTA M KOHTPOJI
cocTosHui 00bekTa. MHbOpManus Uit MOHUTOPHHIAa OOBIYHO MOJTYYaeTCs U3 Pa3INYHBIX HCTOYHHKOB JAHHBIX, TAKMX KaK OMOMETPHYECKHE, a9POKOCMUUECKUE
U IpyTHe CUCTEMBI KOHTPOJIIS, HAOIIOICHHS M yueTa, H, TAKUM 00pa3oM, OHa SBJIETCSA TeTePOreHHOMH 10 CBOell MpHpoe (3NMEKTPHYECKHEe CHUIHAIIBL, rpaduueckas,
ayauo, BUIEOUH(POPMAIHs, TEKCTHl U T.I1.). MOHUTOPHHI IPHPOJHEIX ¥ TEXHOJIOTHYECKUX OOBEKTOB ITO3BOJIICT HAONIONATh N3MEHEHHS B 3THX O0BEKTaX Il
TOr0, 4TOOBI ONITUMH3UPOBATH IPOLECCHI, CBSI3aHHBIC C 00BEKTAMH, NPEJOTBPAIIATh COOBITHS, IPUBOIAIIME K HOBPEKICHUIO OOBEKTOB; ONPEIEIHTh 00JIaCTH,
KOTOpBIE BIUSIOT Ha pab0oTy 00BEKTA; OLIEHUTH (PUHAHCOBBIE, DKOJIOTUUECKHE U JPYTUe XapaKTePUCTHKU JaHHBIX 00BbEKTOB. IIpuHMMas BO BHUMAaHHUE CIIOKHOCTh
1 MHOTO()YHKIIMOHAIBHOCTD COBPEMEHHBIX IPUPOIHO-TEXHOJIOTHYECKHX CHCTEM, X MOHHUTOPHHI IOJDKEH HPOM3BOJMTHECS B YCIOBHSX KPYINHOMACIITAOHBIX
reTeporeHHbIX HA0OPOB JaHHBIX. JIJIsI MOHHUTOPUHIA M IPOrHO3UPOBAHHS MCIIOJNB3YIOTCS Pa3IMYHbIE METOMOJOTHMU U MOJENH NPUHATHA pelieHui. JlaHHas
CTaThsl IPEACTaBIIET co00i 0030p Hamboiee MCIONb3yeMBIX MOAENeH Ha3eMHO-KOCMHUYECKOIO MOHHTOPHHIA HPHPOIHBIX U TEXHOIOTHYECKHX OOBEKTOB,
MIPOAHAIM3UPOBAHHBIX U HCCIIEIOBAaHHBIX B paMKax MexkayHapoHoro npoekra MTHOPOM.
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