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Abstract — In the paper, a new flexible modification of neo-
fuzzy neuron, neuro-fuzzy network based on these neurons and
adaptive learning algorithms for the tuning of their all
parameters are proposed. The algorithms are of interest because
they ensure the on-line tuning of not only the synaptic weights
and membership function parameters but also forms of these
functions that provide improving approximation properties and
allow avoiding the occurrence of “gaps” in the space of inputs.
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. INTRODUCTION

Artificial neural networks (ANN), fuzzy inference systems
(FIS) and wavelet systems (WS) have been widely used in
recent years to solve a wide range of problems, such as
Dynamic Data Mining [1], [2] and processing of nonlinear
non-stationary signals of different nature under a priori and
current uncertainty.

Hybrid wavelet-neuro-fuzzy systems [3], [4], [5], [6]
emerged as the synergism of these three directions in
computational intelligence. The wavelet-neuro-fuzzy systems
possess the learning capabilities similar to those of neural
networks, provide the interpretability and transparency of
results inherent to the fuzzy approach and similarly effective
wavelet systems for non-stationary signal processing with
local features.

The main disadvantages of wavelet-neuro-fuzzy systems
especially when using in an on-line mode are related to the
slow convergence of the conventional gradient-based learning
procedures and computational complexity of second-order
procedures when using in sequential adaptive variants.
Furthermore, significant problems may arise in the processing
of non-stationary signals, since the second-order procedures,
for example, exponentially weighted recurrent least squares
method can be numerically instable.

I1. NEO-FUZZY NEURON AND ITS ARCHITECTURE

To overcome these difficulties, a hybrid neuro-fuzzy system
called “neo-fuzzy-neuron” (Fig. 1) was proposed in [7], [8],
[9]. As it can be seen, the architecture of neo-fuzzy neuron is
quite close to the conventional n -inputs artificial neuron;
however, instead of usual synaptic weights w;; it contains the
so-called nonlinear synapses NS,,i= 12K ,n.

When an input vector signal
x(k) = (x,(K), %, (k),K ,x (K))" (here k=1,2,K is a current
discrete time) is fed to the input of the neo-fuzzy neuron, its
output is defined by both the membership functions m; (x; (k))

(its authors have used conventional triangular functions) and
the tunable synaptic weights w;; (k) :

sty obo ot

Fig. 1. Neo-fuzzy neuron

J0= & k)= & wk- DM (x(K). (1)

i=1 i=1 j=1

Using the learning criterion in the form of standard
quadratic error function

EW = Z(0)- 9K = 5K @)

minimized via the usual gradient descent procedure, it is easy
to write weights update algorithm in the form

Wj; k+D= W;; (k) + he(k + 1)mji (% (k+ 1)), 3)
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where y(k) is the target value of the output (reference signal),
h is the learning rate parameter, which determines the rate of
the convergence and as a rule is chosen empirically.

The authors of neo-fuzzy neuron note [9] that among its
most important advantages there are the rate of learning, high
approximation properties, computational simplicity, the
possibility of finding the global minimum of the learning
criterion in real time.

At the same time, the efficiency of this system is reduced
when processing non-stationary signals disturbed by noises of
unknown nature. To increase the learning rate in [10], an
adaptive optimal learning algorithm was proposed in the form

w(k+1)=w. (k)+ e(k + Dm(x(k + 1))

4
Im(x(k + )| )
which is a variety of the known optimal Kaczmarz-Widrow-
Hoff procedure. Here w(k) = (w, (k), w, (k),K ,w, (k),w,, k),
K, (K), K w (), K g, (K), K w, (K)T mik) = (my (% (K)),
K, my (3 (k)), m, (%, (k). K my, (%, (k) K my (% (k) K
m, (x, (K)),K,m, (x,(K)))" - (hn" 1) -vectors; i=1K,n,
j=1K,h.
To provide both tracking (in non-stationary situation) and
filtering (when stochastic disturbances corrupt the processed

signal) properties for the neo-fuzzy neuron, a modified
adaptive procedure was used

bw(k + 1) = w(k)+ r 1k + ek + m(x(k + 1)),
r(k+1)= br(k+ 1)+ [mx(k + 1), ©)
0£bel

(here b is the forgetting factor), based on the Goodwin-
Ramadge-Caines stochastic approximation procedure [11] for
adaptive identification tasks.

Further modifications of neo-fuzzy neuron were connected
to improve its approximation properties. Thus, in [10] instead
of the triangular membership functions the second-degree
polynomials were proposed, and in [12] the fourth-degree
polynomials were recommended. In [13], [14] cubic and B-
splines functions were proposed to be used, and in [4], [5],
[15], [16] different types of odd wavelets were suggested.

Il. FLEXIBLE NEO-FUZZY NEURON WITH TUNABLE FORM OF
MEMBERSHIP FUNCTIONS

Let us introduce an activation-membership function that is

described by the expression
0 FICKS
: )exp _
s (K)

-|-1O

Silel-l--1-]

my (0 = (1= 2, (0t () ©®)

where t (k)= (% (k)- c;(K))s 'jil(k); ¢; (k) is the centre
of activation-membership function; s ;(k) is the width of
activation-membership ~ function; a;(k) is the shape
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parameter of activation-membership function; s; (k) is the
flexible parameter of activation-membership function.

It is obvious that when a = 0,s= 2,5 =1 m;(x(k)) is the
Gaussian function (Fig. 2a), when a=1s=2,s =1 — the
wavelet Mexican Hat (Fig. 2b), a = 0,s=100,s = 3 — the
trapezoidal-like function (Fig. 2d), a = 0,s=15s = 8 — the
triangular-like function (Fig. 2e) etc. (Fig. 2c, Fig. 2f).

Figure 2 shows the forms of such a function for different
parameter values.

1

0.8
0.8
0.6
0.6 0.4
04 0.2
0
02 -o2 \ /'
-0.4
-5 0 5 -5 [} 5
a) b)
1 1
0.8
09
0.8
07 08
0.6 07
0.5
06
0.4
-5 0 5 -5 [ 5
) d)
1 1
0.8 0.8
0.8 0.6
0.4 0.4
0.2 0.2
0 0
-5 0 5 -5 0 5

e)
Fig. 2. Flexible membership function for different parameter values

As it is obvious, this is either bell-shape functions or
wavelet-like ones. The centres and widths of such functions
are determined by parameters ¢ and s , and the shape of these
functions is determined by parameters a and s.

Minimizing learning criterion (2) on the all parameters
leads to the learning algorithm

Bw (k+ 1) = w, (k) + h"(k + )e(k + )3 (k + 1),

¢ (k+1)= ¢ (k)+ h°(k + De(k + 1)I° (k + 1),
ks;(k+1)=s;(k)+ h*(k+Dek+DI7 (k+1), (7)
a,(k+1)=a,(k)+ h*(k+ De(k+ 1)I2 (k + 1),
s.(k+1)= s (k)+ h*(k+ De(k + 1)I°(k + 1),

where JM (k)= (33 (k).K, Ip (k) ,
IE)= (Q5R)KLIEKR) 3P K= (5 (K).K,I5K)
J2(K)= (JE(K).K,IEK)), I2(k)= (I3 (k).K ,I5(K)),
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‘]}Ail(k) = m; (% (k)

3500 = wy (s 2 ()t )" g
gign(t () exp (- [t 00" /5,40 )o
g8, (s, () + 1- a, (0t , (0" 4
c u
35,00 = - wy ()%, (K)- ¢ ()]t (k)
ign(t ; (<) exp (- [t (K" /5, (0))o

g, ()5, (0 + 1- a, (Ot , (0"} (®)
3500 = w0t 00 exp (- [t 00" /5, 00),
3300 = wyexp(- [t 00" fs0)g

& a, (0t 0"

+(1- a0t 5 )

dt, 00

When optimizing procedure (7) on its rate of convergence
and introducing tracking and filtering properties we get a final
expression:

5;i (K)- 1

g

Injt ; (k)| +

Sji(k))g

S]I(k) -
st (k) + |t 5 (k)

sji (k)

infe, (0] (0

3wi(k+ 1 =w (k) +e(k+1)3" (k+1)(r" (k+ 1))'1,
r“(k+1)=br"k)+ PJ"(k+1)P,

¢ (k+1)=c (k) + e(k+1)J7 (k+ 1)(r° (k + 1)) g
re(k+1)=br°(k)+ PI*(k+ 1) P,

s;i(k+ 1) =5 (k) + e(k+ 1)35 (k+ 1)(F (k+ 1)

(rf(k+ 1) =br*(k)+ PJ; (k+1)P,

a (k+1)=a,(k)+e(k+1)J*(k+ 1)(rf(k+1))'1,
r2(k+1)=br?(k)+ PJ2 (k+1)P,
si(k+1)=s,(k)+ e(k+ 137 (k+ 1) (5 (k + 1))'1,
rEk+1)=brs(k)+ PJIS(k+1)P, 0£ b £ 1.

©)

IV. FLEXIBLE NEURO-FUZZY NETWORK WITH TUNABLE
FORM OF MEMBERSHIP FUNCTIONS

The neuro-fuzzy network proposed by Wang and Mendel
[17], which possesses universal approximating capabilities,
has a sufficiently close architecture to the neo-fuzzy neuron.
Figure 3 shows the architecture of such a network without a
normalization layer.

This neuro-fuzzy network implements scatter input space
partition [18] and consists of h tunable weights (in n time
less than that for the neo-fuzzy-neuron). The normalization

layer is needed for that space partition to avoid the emergence
of “gaps” in the input space.

Of course, the emergence of “gaps” can be avoided using
the grid input space partition, but at the same time the number
of tuning synaptic weights sharply increases and achieves
value h".

Fig. 3. Neuro-fuzzy network

The use of the flexible membership functions (6) allows
shifting their centres at any domains of input space during the
learning process, and the variation of width and the shape of
membership  functions provide required approximation
properties.

As it can be seen, such a network implements mapping in
the form

§)=4 wk- Dy, (x(k) =

=1

(10)
h )
=a w(k- DO m; (x(k))
j=1 i=1
and for its tuning the common learning criterion (2) can be
used.
If we introduce derivatives of this criterion on all tuning
parameters of network, we can rewrite (8) in the form
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35002, 6k) = Om, (x ),

O m (x (k)
J,.(k) = W,.(k)w
+ (1 2, 00ft 5 00" )o
dlt 00" 55700+ [t ()

gign(t ; (Dexp(- [t ;00"

s(k)l
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sji (k) sji (k)
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5,0)

S (k)1

ji
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O m, (% (k)
- W (k) '1—
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sign(t , (k) exp (- [t , ()

i (k)1

Jii(k) = (% (k)- c;(k))g

(11)

sji(k)- 1 sji (k)

gt ;i (k)|
g%“ (K)s; (k) + 1= a; ()]t ; (k)

Sji (k))g

O m, (4 ()

T = wy (€)=
i (K) = wj (k) m, (6 (k)

exp(— It (k)|s“( )/sji(k)),

5,.(k)

[t (k)

O m, (x ()
J: (k)= k 'l—
(0= (0 )

inft, (0] (2- 2,00t )

eXp (' |t ji (k)

" sy 0)o
sji(k))g

it , (|<)|s;ﬁ(|<))fgi

s;i (k)

& a, (0]t (0

dt, 00

To tune all parameters of neuro-fuzzy network, we can use
a learning algorithm like (9) with new parameters J."(K) ,
JEK), 37 (K), I2(Kk), I’ (k).

When the necessary normalization layer can be introduced
in the neuro-fuzzy network that does not have tuning
parameters, it insignificantly complicates the learning
algorithm.

sii(k) . sji (k)
5000+ [t (K)

V. EXPERIMENTAL RESULTS

The efficiency of the proposed flexible neo-fuzzy network
and all-parameters learning algorithm are illustrated by using a
forecasting task of chaotic time series. Forecasting of the
Mackey-Glass chaotic time series is a standard benchmark for
testing neural networks.

Data set of Mackey-Glass time series is obtained by a
difference equation:

50

0.2x(t—7)

0= e e

—0.1x(t) . (12)

Values of the time series (12) were computed in each
integer-valued point by the Runge-Kutta fourth-order method.
Time step was taken equal to 0.1, initial values of the network
parameters were taken as x(0)= 1.2 and t = 17 to obtain the
values in the interval t = OK 50500.

Values x(k- 18),x(k- 12),x(k- 6),x(k) were taken as
pre-history to predict value x(k + 6) . Parameters of learning
algorithm were taken as b =10.99 ,
r"=r°=r°=r*=r°=10000.

After 50000 steps, the learning process was stopped and
next 500 samples were used for prediction. Initial values of the
synaptic weights were obtained randomly in the interval
[- 0.10.1].

As a quality criterion, we have used two types of error: root
mean square error (RMSE) and absolute percentage error
(APE).

Figure 4 shows the prediction results of chaotic time series.
As it can be seen, the real signal (dot line) and forecast signal
(solid line) are almost indistinguishable.

Table | shows the comparative analysis of chaotic time
series prediction based on different approaches.

TABLE |
COMPARISON OF FORECASTING RESULTS
Neural network /
. . RMSE APE

Learning algorithm
FIexn_bIe neo-fuzzy neuron / Proposed learning 0.0091 28%
algorithm
FIexn_bIe neurq-fuzzy network / Proposed 0.0101 3.1%
learning algorithm
FIeX|_bIe neo-fuzzy neuron / Gradient learning 0.0125 3.02%
algorithm
Radlql basis function network / Learning 0.0231 4.99%
algorithm (all-parameters)
Radlql basis function ngtwor_k/ Learning 0.0595 5.80%
algorithm (only synaptic weights)
Multl_ layer feeq forwarq neural network / 02132 11.35%
Gradient learning algorithm
ANFIS/ Gradient learning algorithm 0.0198 4.12%

Thus, as it can be seen from experimental results, the
proposed approach provides the best quality of prediction in
comparison with conventional approaches due to the tuning of
all parameters of a flexible neo-fuzzy network.
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Fig. 4. Results of chaotic time series prediction based on a flexible neo-fuzzy network

VI. CONCLUSION

Flexible neo-fuzzy neuron and neuro-fuzzy network with
membership functions of variable tunable forms and adaptive
learning algorithms with tracking and filtering properties have
been proposed. The learning algorithms are simple in
implementation and provide the high quality of signal
processing in an on-line mode. Tuning of activation-
membership function form improves the accuracy of
modelling of nonlinear non-stationary processes. This has
been shown in the experiments of different time series
forecasting. The proposed approach may be effectively used in
many Dynamic Data Mining tasks, namely in the monitoring
of time series property tasks.
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Jevgenijs Bodjanskis, Irina Pliss, Olona Vinokurova. Elastigais neo-izpliduSais neirons un neiro-izpliduma tikls laika rindu ipasibu monitoringam
Misdienas maksligie neironu tikli, izpludusas sistémas un vilpu sistémas ir ieguvusas plasu pielietojumu dinamiskas intelektualas datu analizes uzdevumu
risinaSana un nestacionaru nelinearu nekontrolétas vides signalu apstradé aprioras un tekoSas nenoteiktibas apstaklos. Katras sistémas prieksrocibu hibridizacija
lauj risinat sarezgitus dinamiskas intelektualas datu analizes uzdevumus kvalitativi augstaka Iimeni. Tapat lielakajai dalai piedavato apmacibas algoritmu ir zems
konvergences atrums, un tie nespgj risinat uzdevumus tie$saisté, kas ir Tpasi svarigi mediciniskas uzraudzibas, ekonomiskas prognozeé$anas u.c. uzdevumos.
Raksta piedavata jauna elastiga neo-izpliidusa neirona un neiro-izpliduma tikla modifikacija, ka arl apmacibas algoritmi visiem parametriem. Elastiga neo-
izplidusa neirona arhitektiira ieviests jauns aktivizacijas-piederibas funkciju tips, kuram ir Cetri uzstadami parametri: centrs, platums, forma un elastiba.
Piedavatais apmacibas algoritms nodrosina optimalus uzstadijumus tieSsaistes reZima ne vien sinaptiskajiem svariem, bet ari visu elastigo aktivizacijas-piederibas
funkciju visiem parametriem, kas nodro$ina algoritmam labakas aproksimacijas ipasibas, ka arT lauj izvairities no ,,caurumiem” ievadamas telpas sadaliSana.
Piedavatos elastigoss neo-izpliiduso neironu un modificéto neiro-izpliduma tiklus var izmantot ka patstavigu neironu tiklu, ka arT par uzbiives elementiem
evolucionarajas neiro-izpliduma sistémas un neironu tiklu ansamblos. Veikta imitacijas model&Sana apstiprina piedavatas pieejas prieksrocibas. Piedavatas
sistémas lauj risinat tadus uzdevumus ka prognozesana, monitorings, identifikacija, ka arT nestacionaru haotisku laika rindu emulacija tehniskaja, mediciniskaja,
finansu, ekologijas sfera.

Eprennii boxsincknii, Upuna Ilnuce, Onéna Bunokyposa. I'nOxnii Heo-(ha33m HelipoH M Helipo-(a33u ceTh [1/1si MOHHTOPHHIA CBOMCTB BPeMEHHBIX
psanoB

B Hacrosimee Bpems HCKYCCTBEHHbIC HEHPOHHBIE CETH, (ha33H-CUCTEMBbI M BIMBIET-CUCTEMBI MOTY4MIIM MIMPOKOE PACTpPOCTPAHEHHE JJIA PelleHUs 3ajad
JIMHAMUYECKOTO MHTEJIEKTYaIbHOTO aHajn3a JAaHHBIX ¥ 00paOOTKH HECTAIMOHAPHBIX HETMHEHHBIX CHIHAOB IIPOM3BOILHOM MPUPOBI B YCIOBUAX anmpHOPHOM
U TeKyllell HeonpenenéHHOCTH. [ nopuan3anms mpenMyIecTs KaxI0H M3 CHCTEM IO3BOJISET PelaTh CIOXKHBIE 3aJ[a9M JIMHAMHUYECKOTO MHTEIUIEKTYalbHOTO
aHa/M3a JIAHHBIX HA HOBOM KaueCTBEHHOM ypoBHe. Takoke OOIBIIMHCTBO MPEMIOKEHHBIX aJrOPUTMOB 00ydeHNMs 00JIaTaroT HU3KOH CKOPOCTHIO CXOAMMOCTH 1
He TMO3BOJIAIOT PelaTh 33/a4u B on-line pexume, 4TO OCOOEHHO BaKHO B 33a7a4aX MEJUIIMHCKOrO MOHUTOPHHTA, SKOHOMUYECKOTO MPOrHO3MPOBaHMs U Jp. B
CTaThe MPETIOKEHA HOBasi THOKas MoAM(UKANMs Heo-(pa33n HelpoHa M HEHpo-(ha33y CeTH, a TaKKe alrOpPUTMBI 00yYeHHs BCEX mapameTpoB. B apxurektypy
rubkoro Heo-(a33n HelipoHa BBEJEH HOBBIH THIT (DYHKIIMI aKTHBAIMU-TIPUHAJUIE)KHOCTH, KOTOPBIE MMEIOT YEThIPe HACTPanBAaeMbIX MTapaMeTpa: IEHTp, NINPHHA,
dopma n rubkocth. IIpennoxeHHbIi anropuTM obydeHHs: 00ecreunBaeT ONTHMAIbHYI0 HACTPOHKY B on-line pexnMe He TONBKO CHHANTHYECKHX BECOB, HO M
BCEX MapaMeTpoB TMOKKMX (YHKIMH aKTUBAMU-NPUHAUIEKHOCTH, YTO OOEcredyrBaeT YIydlIeHHbIE aNNpOKCHMHPYIOIIHE CBOWCTBA aIropuTMa, a TaKKe
03BOJIAET N30€XKaTh MOSBICHHUE «IBIPOK» B Pa3OMEHHMH BXOIHOTO MpocTpaHcTBa. IIpemnoxeHHbIH THOKMI Heo-(a33nm HeHpOH M MOAM(UIMPOBAHHAS HEHpO-
(haz3u cetb MOTYT OBITH UCIIONB30BAHBI KaK CAMOCTOSTEIbHbIC HEHPOHHBIE CETH, a TAkKe KaK CTPOMTENLHBIC 3JI€MEHTHI dBOIIONHOHUPYIOMHUX Helpo-(hassu
cucteM W aHcaMmOneil HeWpoHHBIX cered. [IpoBenéHHOE WMHTALMOHHOE MOJIEIMPOBAHUE TOATBEPXKIAET MPEUMYLIECTBO MPEAJaraéMoro MOAX0/a.
Ilpennaraemple CHCTEMBI TTO3BONISIOT PEIIATh 3aJa4l MPOTHO3MPOBAHMSA, MOHHTOPHHTA, WICHTH(HKAIMY, a TAKKE SMYIAIMH HECTAIMOHAPHBIX XaOTHYECKUX
BPEMEHHBIX PA/IOB TEXHUUECKOH, MEIMIIMHCKOMN, PUHAHCOBOI, SKOJIOTNYECKON MPHPOIBI.
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