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Abstract — In this paper, the remote sensing monitoring of
natural and technological objects is represented as a concept of
integrated modelling and simulation of the processes of the
complex technical-organizational system (CTOS). The main goal
of the study is to use in practice predetermined modelling. The
paper considers the technology of remote sensing monitoring of
the natural and technological objects, methodological
foundations of the integrated modelling and simulation, and the
process of CTOS operation. Special attention is devoted to the
continuity of the model and object solving practical issues.
Moreover, the results of CTOS remote sensing monitoring make
it possible to adapt models of this system to a changing
environment.
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1. INTRODUCTION

The monitoring of the natural and technological objects is
one of the primary ranges of the space imagery application. It
is provided on the local, regional and global levels. The
quality of the adaptations of the management decisions is
increased as a result of the remote sensing monitoring. These
adaptations are used to maintain the ecological safety of the
research site and optimize the events concerning the
elimination of the disturbance consequences. The executor of
the project aims to obtain the required information of high
quality and at a minimum cost. The effectiveness of the
project depends of the source data quality (remote sensing
data), methodological approach, software and the project
result presentation. The integrated modelling of the basic
technological processes of remote sensing monitoring is
implemented to carry out the synthesis of technical
requirements for hardware and software.

Nowadays, the scientific and practical issue of the synthesis
of space monitoring component requirements is solved on the
basis of modelling and simulation, determination of system
parameters and expert analysis of the perspective of
application solutions.

In this paper, we propose to use in practice predetermined
modelling; where remote sensing monitoring is the complex
technical-organizational system (CTOS). We can present the
modified multiple-model multi-criteria description of CTOS
problems:
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The formulas define a dynamic system describing CTOS
structure-dynamics control processes. Here X(t) is a general
state vector of the system, y(®) is a general vector of output
characteristics. Then, U(t) and V(X(t)’t) are control
vectors. Here uc) represents CTOS control programs (plans

of CTOS functioning), V(X(t)’t) is a vector of control inputs

compensating perturbation impacts &(t) ). The vector B ®isa
general vector of CTOS parameters. According to [3], these
parameters can be divided into the following groups [7]:
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W belongs to the scheduling model, and the second one
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W belongs to the model of control at the phase of plan
execution;
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W™ is a vector of parameters adjusted through the external
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adapter. This vector consists of the subvector W
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belonging to the scheduling model and the subvector W
includes parameters of simulation model for CTOS
functioning under perturbation impacts. In its turn,
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W= w W R w I where W is a
vector of parameters characterizing objects in service;

WD

is a vector of parameters characterizing the
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environment; W belongs to the model of control at the

phase of plan execution;
(3 . s
W™ is a vector of parameters adjusted within a structural

adaptation of CTOS models.
The vector of CTOS effectiveness measures is described as
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Its components state control effectiveness for motion,
interaction operations, channels, resources, flows, operation
parameters, structures, and auxiliary operations [2]-[5]. The
indices «g», «o», «k», «p», «n», «e», «o», «n» correspond to
the following models: models of order progress control
(M<g,Q>); models of operation control (M<0,Q>); models of
technological chain control (M<k,Q>); models of resource
control (M<p,Q>); models of flow control (M<n,Q>); models
of operation parameter control (M<e,Q>); models of structure
control (M<c,Q>); models of auxiliary operation control
(M<n,Q>). In ®) the transition function
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function Ve (X(D),U(), S (M), fo. 1) can be defined in the
analytical or algorithmic form within the proposed simulation

areas for program control, real-time regulation control inputs,
perturbation inputs, respectively; B is an area of allowable

and the output

parameters; X(5().0) is an area of allowable states of
CTOS structure-dynamics. Expression (4) determines end

conditions for the CTOS state vector X(t) at time t =TO and
t="Tf (TO is the initial time of a time interval, at which the
CTOS is investigated, and Tf is the final time of the interval).

In our paper, the proposed multiple-model multi-criteria
description of CTOS will be used.

II.PROBLEM STATEMENT

The framework of the main technological processes of the
remote sensing monitoring is presented (Fig. 1). With regard
to technical characteristics of space monitoring and facts
influencing these characteristics, it is necessary to choose in
the capacity of the source data one or some space vehicles
and/or the airborne equipment complex, to choose optimal
conditions for the survey conducting base on the seasonal and
daily variability of the reflectance and radiative characteristics
of the landscapes and mode of operation of equipment, to
organize the thematic treatment of the remote sensing data and
the ground measurements using hardware and software, to
present the results of the project in the user-friendly form
enabling one to make management decisions promptly and
reasonably.
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Fig. 2. Framework of the methodology of the space monitoring data
application

The modelling and simulation of the technological
processes have some uncertainty and limitations that influence

ﬂg l]pl (t)

the quality of the optimization task (the vector’”" ¢, ).

The CTOS has the following sources of information as
space imagery in the visible, infrared and super high
frequency spectral bands, airborne imagery, pilotless vehicle
imagery and test ground measurements for the verification of
the results of the imagery thematic treatment.

The execution of the space ecological monitoring consists
of some stages. Firstly, it is the planning and preparation of

the tasks (the vector W and U ® ). This stage includes the
choice of the objects, the list of controllable parameters
determining and scheduling the survey.

Secondly, it is the data acquisition. The stage includes the
process of survey and ground-based measurement (the

vector WP ).

The name of the third stage is the processing of data and the
presentation of results. The treatment of the remote sensing
data and ground measurement, creation of the thematic layer
of the digital map, forming the forecast models, calculation of
assessments and recommendations are executed (the

vector w ).

The most convenient form of the project result presentation
is the thematic layers of the digital map with the attributive
information and database and photo scheme as a raster image.

Moreover, it is possible to estimate the system functioning
quality and the choice of the optimal monitoring conditions to
obtain the required imagery quality. The prediction is
accomplished on the basis of the optical system taking into
account the monitoring conditions and provides for a
qualitative result. The spatial resolution of the image forms the
main predictive parameter and determines a background
contrast value as an object.

The movement of equipment, the Sun height, irradiance of
the object, albedo of the site, physical specifications of the
atmosphere are taken into account.

Thus, the modelling and simulation of the private elements
of the space monitoring system and expert evaluations of the
system functioning determine the values of the parameters of
the space monitoring system.
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In the future research it is planned to develop the
generalizing model of the space ecological monitoring for
practical issues.

III. THEMATIC PROCESSING OF THE SPACE IMAGERY

Thematic treatment of the remote sensing data is the key
link in the system of space ecological monitoring. Generally,
the primary and secondary treatments are applied. The
operations are done based on the modelling and simulation in
an automatic mode supported by the expert’s knowledge.

The experience of the thematic treatment of the multi- and
hyperspectral data with the high spatial resolution defined
some important factors. One of them is the data presentation
with the automatic identification of the test sites for algorithm
training and adaptation. The next one is the complex treatment
of the source multi(hyper)spectral and temporal remote
sensing data and ground measurements. The third factor is the
data result calibration and validation and optimal application
of the spectral feature database of the landscape elements with
reference to seasonal and daily wvariability. Lastly, the
organization of the distributed access to the data is exchanged
on the basis of the special portals, geographic informational
system capability and crowd sourcing.

The informational flow rises and the necessity of the
integrated modelling is determined. Furthermore, the
qualitative and quantitative requirements are increased.

The main steps of the thematic treatment of the remote
sensing data are presented as the generalized technique for
estimating and controlling the quality of models of objects
[1]. It is possible to conduct experiments and to obtain the
values of some measured characteristics by using the
modelled system (Fig. 2).

In Fig. 2, we take the following notation: 1 — for forming
the goals of functioning; 2 — for determination of input
actions; 3 — for setting goals of modelling; 4 — for the
modelled system (objects) of the first class; 5 — for the
model of the investigated system; 6 — for the estimation of
the quality of a model (poly-model system); 7 — for
controlling the quality of models; 8 — for controlling the
parameters of models; 9 — for controlling the structures of
models; and 10 — for changing the concept of model
description.

Usually the main steps of the thematic treatment of the
remote sensing data are designated for the qualitative
solution of the integrated modelling task:

Phase 1. Input data array (block 3, Fig. 2)

Step 1. Optimal survey parameters;

Step 2. Change reflective and radiative settings of the
landscape elements in seasonal and daily variability;

Phase 2. Data acquisition and treatment

Step 1. Imagery radiometric correction and calibration;

Step 2. Imagery geometric correction;

Step 3. Maintaining the system initial data relative to the
reflective and radiative characteristics of the landscape
elements;

Step 4. Combination of methods and algorithms of the
thematic treatment (cluster analysis, Fourier analysis,
method of principal components, classification algorithms
and others) (blocks 8 and 9, Fig. 2);

Step 5. CTOS modelling and simulation based on the
expert’s knowledge (blocks 1 and 3, Fig. 2);

Step 6. Analysis of the situation dynamics based on the
multi-temporal remote sensing data treatment (block 6,
Fig. 2);

Step 7. Predictive modelling of the influence of Step 5
results on the ecological situation (block 5, Fig. 2);

Step 8. Crowdsourcing through the geo-informational
portal application (blocks 1, 3 and 4, Fig. 2);

Step 9. Automatic environmental assessment in the space
ecological monitoring network (blocks 6 and 7, Fig. 2);

Phase 3. Creation of the thematic layers and attributive
information of monitoring

Fig. 2. The generalized technique of estimation and control of the quality of
models of the first class

Analysis of the main trends for modern systems of the
remote sensing monitoring of natural and technological
objects indicates their peculiarities, for example, multiple
aspects and uncertainty of their behaviour, hierarchy,
structure similarity in the detection and recognition of the
landscape elements, redundancy from the source data and
variety of implementations for control functions. One of the
main features of modern systems of remote sensing
monitoring is the variability of their parameters and
structures due to objective and subjective causes at different
phases of the system life cycle. In other words, we always
come across the system structure dynamics in practice.

IV. EXAMPLE

The example demonstrates the system of space monitoring
of the road management objects described as the integrated
modelling and simulation of CTOS.

The integrated modelling and simulation application to the
data collection, processing and result presentation of space
monitoring determines the source data requirements, the
monitoring frequency and efficiency.
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Road management objects such as highways and railways
are the major source of the adverse environmental impact.

On the basis of the thematic processing of remote sensing
data, the following tasks for the highway and railway
management are tested. CTOS is presented as original
software for the admissible noise level along the road, types
of the roadbed injury, the dumps and garbage, the dead trees
and damaged shrub vegetation identification. CTOS consists
of the input RS data (block 3, Fig. 2), automatic RS data
processing (blocks 1, 3, 4, 5-9, Fig.2) and results. The
perturbation influences are presented by the control model
parameters that can be evaluated on the real data available in
CTOS and parameters that can be evaluated via simulation
models for different scenarios of future events.

The evaluated model parameters from block 3 include:
= type of the satellite system, above all, spectral and spatial

resolutions;
= length of the analysable part of the road;
= square of the processing area of the space image.

The evaluated model parameters from blocks 1, 3, 4, 5-9
include:
= the threshold of some vegetation indices;
= the method of classification, number of classes, distance

function;
= the method of reclassification;
= the threshold of entropy;
= the minimum dump or roadbed injury dimension;
= gspectral radiance values from the database.

Results include the noise level, dumps and roadbed injury,
dead trees and damaged shrub vegetation outlines in the
geographic informational system.

Consequently, the method of the estimation and control of
the model organization is determined.

Examples of the remote sensing monitoring of highway
and railways are illustrated at the website of the
ESTLATRUS projects 1.2./ELRI-121/2011/13.

ACKNOWLEDGMENTS

The research described in this paper has been supported by
the Russian Foundation for Basic Research (grants 13-07-
00279, 13-07-12120, 13-08-00702, 13-08-01250, 12-07-
13119-0fi-i-RGD, 11-08-01016, 11-08-00767, 12-06-00276,
12-07-00302, 13-07-12120-ofi-m), by Postdoc project in
technical and economic disciplines at the Mendel University
in Brno (reg. number CZ.1.07/2.3.00/30.0031), by Department
of Nanotechnologies and Information Technologies of the
RAS (project 2.11), by ESTLATRUS projects 1.2./ELRI-
121/2011/13  “Baltic ICT Platform” and 2.1/ELRI-
184/2011/14 “Integrated Intelligent Platform for Monitoring
the Cross-border Natural-Technological Systems” as part of
the Estonia-Latvia-Russia Cross-border Cooperation Program
within European Neighbourhood and Partnership Instrument
2007-2013.

40

(1

(2]
(3]

(4]
[5]

(6]

(7]

(8]

[9]

[10]
[11]
[12]
[13]
[14]

[15]

[16]
[17]
[18]
[19]
[20]
[21]

[22]

(23]

[24]

[25]

[26]

[27]

REFERENCES

M.Yu. Ohtilev, B. V. Sokolov, R. M. Yusupov, “Intellectual
Technologies for Monitoring and Control of Structure-Dynamics of
Complex Technical Objects. Moscow”, Nauka, 410 p. (in Russian),
2006.

D. Ivanov, B.Sokolov, Adaptive Supply Chain Management, Springer,
London et al., 2010.

D. Ivanov, B. Sokolov, J.Kaeschel, “A multi-structural framework for
adaptive supply chain planning and operations with structure dynamics
considerations”. European Journal of Operational Research, 2010.
200(2), p. 409-420.

D. Ivanov, B. Sokolov, “Dynamic supply chain scheduling”. Journal of
Scheduling, 15(2). London: Elsevier, 2012.

D. Ivanov, B. Sokolov, “Control and system-theoretic identification of
the supply chain dynamics domain for planning, analysis and adaptation
of performance under uncertainty”. European Journal of Operational
Research. 2012. Vol. 224, Issue 2. London: Elsevier. P.313-323.

B. Sokolov, V. Zelentsov, R. Yusupov , and Y. Merkuryev,
“Information Fusion Multiple-Models Quality Definition And
Estimation”. Proceedings of the Int. Conf. on Harbor Maritime and
Multimodal Logistics M&S, Vienna, Austria, September, 19-21, 2012. -
P.102-111.

V. 1. Skurihin, V. A. Zabrodsky, Yu. V. Kopeychenko, Adaptive control
systems in machine-building industry. Moscow. Mashinostroenie, 1989
(in Russian).

L. A. Rastrigin Modern principles of control for complicated objects. —
Moscow. Sovetscoe Radio, 1980 (in Russian).

R. Bellmann, Adaptive Control Processes: A Guided Tour. Princeton
Univ. Press, Princeton, New Jersey. 1972.

L. A. Rastrigin, Adaptation of complex systems. Riga: Zinatne, 1981 (in
Russian).

W. H. Fleming, R. W. Richel, Deterministic and stochastic optimal
control. Springer-verlag, Berlin, New York. 1975.

N. N. Moiseev, Element of the Optimal Systems Theory. Moscow.
Nauka, 1974 (in Russian).

J. Sowa, “Architecture for intelligent system”. IBM System Journal,
Vol.41. N 3,2002.

Ya. Z. Zypkin, Adaptation and teaching in automatic systems. Moscow.
Nauka, 1969 (in Russian).

A.E. Bryson, and Yo-Chi Ho., Applied optimal control: Optimization,
Estimation and Control. Waltham Massachusetts, Toronto, London.
1969.

F.L.Chernousko, V.L. Zak, “On Differential Games of Evasion from
Many Pursuers”. Theory and Appl. 1985. Vol.46, N 4, pp.461-470.

M. Singh, and A. Titli, Systems: Decomposition, Optimization and
Control. Pergamon Press, Oxford. 1978.

L.A. Petrosjan, and N.A. Zenkevich, Game Theory. World Scientific
Publ., Singapure, London. 1996.

B. Roy, Multi-criteria Methodology for Decision Aiding. Kluwer
Academic Pulisher, Dordreeht. 1996.

R. A. Schowengerdt. Remote Sensing: Models and Methods for Image
Processing. Technosphera, 2010.

M. Djovanni, Ten key approaches for the high spatial resolution Remote
Sensing data. Moscow, Russia, 2013.

L.I. Chapursky, The reflective properties of natural objects in the
spectral band 400-2500 nm. Part 1. Leningrad. Ministry of Defense,
USSR, 1986.

B.V. Vinogradov,
Moscow, Science, 1984.
M. Fischer, H. Jachn, T.Teich, “Optimizing the selection of partners in
production  networks”. Robotics  and Computer-Integrated
Manufacturing, 2004; Vol. 20, pp. 593-601.

G. Huang, Y. Zhang, Liang, “Towards integrated optimal configuration
of platform products, manufacturing processes, and supply chains”.
Journal of Operations Management, 2005, Vol. 23, pp. 267-290.

H. Kuehnle H., “A system of models contribution to production network
(PN) theory™. Journal of Intelligent Manufacturing, 2007, pp. 157-162.
F. Nilsson, V.Darley, “On complex adaptive systems and agent-based
modelling for improving decision-making in manufacturing and logistics
settings”. Journal of Operations and Production Management, 2006,
Vol. 26(12), pp. 1351-1373.

Aerospace  monitoring  of  ecosystem.



Information Technology and Management Science

2013/16

[28] R.J. Rabelo, A. A. P. Klen, E. R. Klen, “Multi-agent system for smart
coordination of dynamic supply chains”. Proceedings of the 3rd
International Conference on Virtual Enterprises, PRO-VE’2002.
pp. 379-387.

[29] T. Teich, Extended Value Chain Management (EVCM). GUC-Verlag:
Chemnitz; 2003.

[30] N. Wu, N. Mao, Y. Qian, “An approach to partner selection in agile
manufacturing”. Journal of Intelligent Manufacturing. 1999, Vol. 10(6),
pp. 519-529.

[31] N. Wu, P. Su “Selection of partners in virtual enterprise paradigm”.
Robotics and Computer-Integrated Manufacturing, 2005, Vol.21,
pp.119-31.

Viacheslav A. Zelentsov, Professor (1998), obtained his
Masters’s Degree in Automation Control Systems of
Space Vehicles (1974) from Mozhaisky Military Space
Engineering  Academy (St. Petersburg, former
Leningrad). He also obtained the Degree of Candidate of
Technical Sciences in Planning Automation and
Decision Making (1982) and the Degree of Doctor of
Technical ~ Sciences in  Military  Cybernetics,
Mathematical Modelling (1994) from the above-
mentioned higher education institution.

He is a Leading Researcher at St. Petersburg Institute for Informatics and
Automation of the Russian Academy of Sciences. Research interests: analyses
of systems, reliability theory, mathematical models and methods of decision-
making support in complex technical-organizational systems with the use of
aerospace data. He is the author of 250 publications, including 3 monographs
and 3 textbooks.

Contact data: 14™ line, 39, St.Petersburg, 199178, Russia; e-mail:

v.a.zelentsov(@gmail.com.

Boris V. Sokolov, Professor (1994), obtained a degree of Dr.sc.ing. from
Mozhaisky Military Space Engineering Academy (St. Petersburg, former

Prof. B.V. Sokolov is a specialist in the field of systems
analysis and operations research. Research interests:
development of research fundamentals for the control
theory by structural dynamics of complex
organizational-technical systems.

Prof. Sokolov is a Full member of the International
Academy of Informatization, corresponding member of
the Academy of Astronautics.

Contact data: 14™ line, 39, St.Petersburg, 199178,

Russia; e-mail: sokol@iias.spb.su.

Olga V. Brovkina is a doctoral student at the Herzen
State Pedagogical University of Russia (St. Petersburg).
She graduated from St. Petersburg State University of
Aerospace Instrumentation with a specialisation of
Control Systems Engineer and St. Petersburg
Scientific Research Centre for Ecological Safety RAS
| (SRCES RAS) in the specialty of Aerospace Research
- of the Earth and Photogrammetry.
Professional Interests: processing of the remote sensing data, ecological
monitoring of the ecosystem, applying the results of the remote sensing data
processing to the forestry.
Contact data: 14" line,

olgabrovkina@mail.ru.

39, St.Petersburg, 199178, Russia; e-mail:

Victor F. Mochalov received his main education at
Mozhaisky Military Space Engineering Academy
(St. Petersburg, former Leningrad) in 1986.

Professional interests: processing of the RS data,
ecological monitoring and state of the ecosystem,
project management, mathematical models and
methods of support and decision making.

Contact data: 14™ line, 39, St.Petersburg, 199178,

Russia; e-mail: vicavia@yandex.ru.

Leningrad) in 1993. He is an honoured scientist of the Russian Federation
(2007).

He is a Deputy Director for Research at St. Petersburg Institute for
Informatics and Automation of the Russian Academy of Sciences. He is the
author of 320 publications, including 3 monographs and 4 textbooks.

Vijaceslavs Zelencovs, Boriss Sokolovs, Olga Brovkina, Viktors Mocalovs. Dabas un tehnogénu objektu stavokla aerokosmiska monitoringa un
model&$anas metodologija un metodiskie pamati

Raksta ir piedavati dabas un tehnogéno objektu stavok]a aerokosmiska monitoringa un model&Sanas metodologija un metodiskie pamati. Saja gadijuma pétijuma
objekts ir aprakstits ar dazadu klasu modelu kompleksu vai kombinétajiem modeliem. Uzmaniba ir pievérsta adaptacijas modeléSanas vadoSajai lomai
aerokosmiskas uznemsanas materialu tematiskas apstrades tehnologija pie pamatotas parametru, algoritmu struktiiras un lieti$ko uzdevumu risinasanas metodiku
izvéles. Adaptacija ir Tstenota, izmantojot specialus modelus, kuros tiek novértéta sist€émas kompleksa modelé$anas kvalitate un atbilstoSu parametru izvéle.
Pirmaja etapa kosmiska monitoringa tehnologija paredz uzdevuma risina$anu par uznemsanas materiala prasibam, uznemsanas darbu izpildes apstakliem un
uznemsSanas procesu ka tadu. Talak, balstoties uz tematiskas apstrades algoritmiem un uzpemsSanas materialu interaktivajam metodem, notiek dabas un
tehnogéno objektu ekologiska stavokla raksturojumu skaitliskas vértibas noteikSana. NepiecieSamibas gadijuma, izmantojot virszemes devéjus, veic testa
mérijumus. Nobeiguma ir veikta iesp&jamas nelabvéligas iedarbibas novértésana, ir izstradati priekSlikumi vadibas [émumu pienemsanas atbalstam. Raksta ir
demonstréti aerokosmiskas uzpemsSanas materialu izmantoSanas pieméri, kas parada aktualo uzdevumu operativas risinaSanas priekSrocibas, balstoties uz
telpiskiem datiem un piedavato metodologiju.

BsiuecsiaB 3esienuoB, bopuc Cokoiio, Onibra bposkuna, Buktop MoyasoB. MeTo10/10riusi M METOAUYECKHE OCHOBBI 29POKOCMUYECKOI'0 MOHUTOPHHIA
U MOJICIUPOBAHHS COCTOSIHUS TIPUPOJIHBIX U TEXHOT'€HHBIX 0OBEKTOB

B nanHOH cTaThe MPUBOAATCS METOLONOTHYECKHE OCHOBBI 9KOJIOIMYECKOT0 MOHUTOPUHTA MPHPOIHBIX U TEXHOT€HHBIX 00BeKTOB. B paccMarpuBaemom ciydae
00BEKT HCCIIeI0BaHNS OMUCHIBAETCS KOMIUIEKCOM MOJIENIEH pa3HOro Kiacca MM KOMOMHHPOBAHHBIME MozensMu. OOpalaeTcss BHUMaHHE Ha KIIOYEBYIO POJIb
a/IaNTalHOHHOTO MOJEIMPOBAHUS B TEXHOJIOTHH TEMAaTHYECKON 0OpabOTKM MaTepHalIoB a9POKOCMUYECKOH ChEMKH TP 000CHOBAHHOM BBIOOpE MapameTpos,
CTPYKTYpPbI AITOPHUTMOB U METOAUK PEIICHHMs IENeBhIX 3a1ad. ANaNTalHs OCYIIECTBIACTCS C IIOMOIIBIO CIEIHAIbHO BBIAEICHHBIX MOIYJICH, TIe OLCHHBAETCS
KauecTBO MOJCIMPOBAHUS M BHIOOP COOTBETCTBYIOIIMX IIapaMEeTPOB IIPOIPAMMHOTO KOMIUIEKCA CHCTeMBL. TEXHONOTHsS KOCMHYECKOTO MOHHTOPUHIA
IpeycMaTpUBacT Ha IIEPBOM JTalle pElIeHHE 3aJaddl O0O0OCHOBAaHHs TPEOOBaHMH K MaTephalaM CHEMKH, YCIOBHSIM BBIIOJIHEHMS CHEMOYHBIX PaboT H
HETIOCPEJICTBEHHOE OCYIIECTBICHHE ChEMKH. B nambHedIneM Ha OCHOBE alrOPUTMOB TeMaTHUECKOH 0OpabOTKM H METOANK HHTEPaKTUBHOW 0OpabOTKH
MaTepUalloB CbEMKH OCYIIECTBIAETCA ONpEJeleHHE YHCIOBBIX 3HAUEHHMI IOKasaTeleil, XapaKTEepU3YIOIIUX HKOJIOTHYECKOE COCTOSHHME MPUPOJHBIX U
TEXHOTCHHBIX O00BEKTOB. IIpH HEOOXOJMMOCTH BBINOJHSIOTCS TECTOBbIE Ha3eMHbIE HM3MEpEHHs. B 3aKiIloueHHe OCYIIECTBISETCS OLEHKa BO3MOXKHOTO
HEeOIaroNnpusTHOTO BO3ACHCTBHS, pa3padaThIBAIOTCA MNPENIOKEHUS II0 INPUHATHIO YHPABIEHYECKMX pemeHuH. IIpuMepbl HCIONb30BaHUS MaTepHAIOB
a3POKOCMHYECKOH CBHEMKH JEMOHCTPHUPYIOT NPEHMYINECTBa ONEPATHBHOTO PEIICHUsS aKTyalbHBIX 3aJad Ha OCHOBE IPOCTPAHCTBEHHBIX JaHHBIX Ha Oase
npeJyIaraéMoi METO10JI0THH.
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