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Abstract — In this article we will consider existing approaches
to solving problems of complex object reconfiguration, as well as
combined dynamic model and method of reconfiguring, which is
viewed as a virtual enterprise information system.
Reconfiguration is a process of the complex technical system
structure alteration with a view to increase, keep or restore the
level of complex technical system operability, or with a view to
compensate for the loss of complex technical system efficiency
caused by the degradation of its function. The dynamic
interpretation of the processes of complex work planning in
virtual enterprise integrated information systems allows
describing in strict mathematical terms and comprehensive
manner the mutual effect of business processes and information
processing, storage, transmission (reception) processes in this
system.
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I. THE STATUS OF RESEARCH PROCESS CONTROLLED
RECONFIGURATION OF COMPLEX OBJECTS

Environmental and technological object monitoring and
managing systems considered in the project can degrade in the
course of their operation under the influence of disturbing
factors. In the case when the appropriate methods of revolting
influence parrying are exhausted, methods of management
reconfiguration of the complex natural and technological
objects are used; in the future we shall name them as complex
objects (COs).

In this section, we will consider existing approaches to
solving problems of CO reconfiguration. A combined dynamic
model and method of reconfiguring the CO will be offered in
the next section, which is considered a virtual enterprise (VE)
information system (IS).

The analysis of existing and projected complex objects of
big class systems in significant applications (rocket and space,
aviation, naval equipment, complex electrical, electronic and
automated systems and complexes for different purposes, etc.)
with a dynamically modifiable structure allows us to consider
existing several theoretical approaches to solving the tasks of
poly-model multi-functional synthesis of structural shape of
CO.

In the standard (classical) reconfiguration technology of
complex objects (sometimes called a “blind” reconfiguration
in [1-3]), failures and violations of the proper functioning of a
complex object in order to preserve the most important
functions of the specified object or the valid conditions of
efficiency “sacrifice” other functions or part of working
elements.
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The following best options for a “blind” reconfiguration can
be detailed among these approaches [4-10].

Option 1. The functional elements (FEs) of a CO are
standardized multi-functional (homogeneous) computing
facilities. Reconfiguration procedure of a CO is the following
[9], [10]. The set of tasks is divided into groups of objectives
with similar (identical) characteristics. Each group of tasks is
solved in one functional element. If the FE fails, its group of
tasks passes to the FE, where the tasks with the lowest priority
are solved. If it is not possible to solve the tasks of the
incorporated groups, the tasks of group with lowest priorities
are removed from the solution.

Option II. A more involved procedure of “blind”
reconfiguration is represented in [4-6]. In contrast to the case
of option I, FE interacts via telecommunication subsystem.
Each FE contains the processors, RAM and ROM devices, the
appropriate interfaces; it interacts with the external
environment (management objects, operators, etc.) using the
dedicated hardware and software. CO can contain shared
resources (external memory, databases, peripherals, etc.).

Let this system carry out the solution of well-known set of
functions (tasks) with specified requirements to the order of
their implementation and relationship according to an
executable task. Each FE is able to execute one (specialized
FE) or a few functions (universal FE) of a set of functions
assigned to the system.

For each function a set of complete or simplified algorithms
to perform the function is given.

Then the option of reconfiguration of a CO summarizing
the proposed approaches in [4-7] can be represented as
follows. For the initial state a plan for the distribution of tasks
and information flows is implemented considering
technological, technical, cost, time, resource, etc. limitations.
The tasks envisaged by this plan after the FE is called are
according to [5-7]. If a CO passes to another state (in case of
the failure of a few FEs), then two strategies are discussed.

Strategy 1 (plan correction) — the tasks and associated
information flows over the failed FE are redistributed among
the operable functional elements, keeping them fulfilling their
own tasks.

Strategy 2 (rescheduling) — in a new condition all tasks
executed by the CO are redistributed.

The fault tolerance of CO is ensured by placing in the
different FEs the back-up copies of the task algorithms. If a
CO comes to a different state the mode of its operation should
be changed in accordance with the plan of the task
redistribution and dataflow for this state that involves the
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activation of back-up copies of the task algorithms by
efficient FE.

Option III. Under options 1 and 2 above when solving the
task of reconfiguring the functioning of CO it is required to
form a great number of intermediate states, in which there may
be a CO. In some cases, this set may include, for example, all
the states of CO, the transition in which leads to loss of control
of the most responsible objects, or any state that does not
allow an interruption in the operation of a CO because of the
need to reconfigure it in case of FE failure, or, as a rule, all the
states the probability of a transition to that from the initial
state is not less than specified (in the simplest case — all
states). As mentioned above, it is possible and feasible to
represent the task of reconfiguring the CO under the action of
random perturbations using the approaches of the two-stage or
multi-stage stochastic programming [11-13]. In other words,
the development of the initial distribution plans and plans for
the redistribution of tasks and the flow of information is
carried out jointly, so there is the choice of initial allocation
plans in such a way that subsequent redistribution enables the
efficient use of the resources of CO needed to compensate for
adverse impacts [11-13].

It should be noted that to increase the flexibility of
operation of the COs, redundancy is introduced into all their
structures in advance, which allows formulating and solving
the management tasks of these structures (including their
reconfiguration). However, during the “blind” reconfiguration,
next operations are generally not fulfilled: accounting and
analysis of current tasks performed by CO, their
characteristics and functions; analysis and estimation of the
current state of the CO in general; real-time calculation,
evaluation and analysis of CO goal abilities and technical and
information possibilities for reasonable reallocation of CO
functions between its runnable elements and subsystems.

Thus, in relation to modern CO reconfiguration it should be
seen not only as a technology of CO structure management to
compensate for the failures, but also as a management
technology consigned to improve the survivability of CO with
structural and functional redundancy and operating in a
dynamically changing environment. Further in contrast to
“blind” reconfiguration, this technology will be referred to as
“structural-functional” reconfiguration.

Structural-functional reconfiguration of CO, on the one
hand, aims to change the topology of the system and its
subsystem  performance technical characteristics, to
compensate the impact of various destructive effects; on the
other hand, it implies a flexible reallocation of goals,
objectives and functions performed by the system among non-
failed components, taking into account the admissibility of CO
operation with quality indices worsened in the specified limits.

It is necessary to solve the problems of the development of
models and methods of structural-functional planning of CO
(today this significantly affects the ability of prevention and
containment of various emergency and critical situations).
Thus, there is a contradiction between the need to improve the
structural-functional reconfiguration of CO planning process
as the basic function of management, on the one hand, and the

lack of theoretical and methodological study of the process, on
the other.

II. REVIEW ON RECONFIGURABLE CONTROL SYSTEMS

Over the past two decades the growing demand for
reliability in industrial processes has drawn increasing
attention to the problem of fault detection and isolation (FDI),
but only a few studies have been dedicated to the related fault-
tolerant control (FTC) problem. A fault (abrupt or incipient) is
any kind of malfunction or degradation in the plant that can
lead to a reduction in performance or loss of important
functions, impairing safety. Therefore, FTC can be motivated
by different goals depending on the application under
consideration; for instance, safety in flight control or
reliability, or quality improvements in industrial processes
[14].

Although FTC is a recent research topic in control theory,
the idea of controlling a system that deviates from its nominal
operating conditions has been investigated by many
researchers. The methods for dealing with this problem
usually stem from linear-quadratic, adaptive, or robust control.
The problems to consider in the design of a fault-tolerant
controller are quite particular. First, the number of possible
faults and, consequently, actions, is very large. Second, the
occurrence of a fault can make the system evolve far from its
normal operating conditions and can lead to a drastic change
in the system behaviour. It is often a rapid change, and the
time for accommodation is very short. Furthermore, correct
isolation of the faulty component is required to react
successfully; it is a rather difficult problem in the case of
closed-loop systems. Finally, FTC is a multivariable problem,
with strong coupling between the different variables.

Various approaches to fault-tolerant control have been
suggested in the literature [15]. From the application
viewpoint, flight-control systems have represented the main
area of research, and only a few studies have been devoted to
industrial processes. One of the main goals of this article is to
show that these approaches are appropriate to such systems.

Fault-tolerant control systems are characterized here by
their capabilities (alter the occurrence of faults) to recover
performance close to the nominal desired performance. In
addition, their ability to react successfully (stably) during a
transient period between the fault occurrence and the
performance  recovery is an  important  feature.
Accommodation capability of a control system depends on
many factors such as the severity of the failure, the robustness
of the nominal system, and the actuators’ redundancy.

Actually, fault-tolerant control concepts can be separated
into “passive” and “active” approaches. The passive approach
uses robust control techniques to ensure that a closed-loop
system remains insensitive to certain faults. When redundant
actuators are available, methods dealing with this approach are
also called reliable control methods [16], [17], [18]. In the
active approach, a new set of control parameters is determined
such that the faulty system reaches the nominal system
performance. It is important to precisely define the degraded
modes that are acceptable with regard to the required
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performance parameters, since the capability to alter the
occurrence of faults as well as conventional feedback control
design may result in unsatisfactory performance, such as
tracking error, instability, and so on.

Fault-tolerant control systems (FTCSs) can be classified
into two types [19]: passive (PFTCS) and active (AFTCS). In
PFTCS, controllers are fixed and are designed to be robust
against a class of presumed faults [20-25]. This approach
needs neither fault detection and diagnosis (FDD) schemes nor
controller reconfiguration, but it has limited fault-tolerant
capabilities.

In contrast to PFTCSs, AFTCSs react to the system
component failures actively by reconfiguring control actions
so that the stability and acceptable performance of the entire
system can be maintained. In certain circumstances, degraded
performance may have to be accepted [26]. AFTCSs are also
referred to as self-repairing [19], reconfigurable [27],
restructurable [28], or self-designing [29] control systems by
some researchers. From the viewpoint of functionality in
handling faults, AFTCSs were also named as fault detection,
identification (diagnosis) and accommodation schemes by
other researchers [30]. In such control systems, the controller
compensates for the impacts of the faults either by selecting a
pre-computed control law or by synthesizing a new one on-
line. To achieve a successful control system reconfiguration,
both approaches rely heavily on real-time FDD schemes to
provide the most up-to-date information about the true status
of the system.

Therefore, the main goal in a fault-tolerant control system is
to design a controller with a suitable structure to achieve
stability and satisfactory performance, not only when all
control components are functioning normally, but also in cases
when there are malfunctions in sensors, actuators, or other
system components (e.g., the system itself, control computer
hardware or software).

III. METHOD OF DYNAMIC RECONFIGURATION

Reconfiguration is a process of the complex technical
system (CTS) structure alteration with a view to increase, keep
or restore the level of CTS operability, or with a view to
compensate for the loss of CTS efficiency caused by the
degradation of its functions [43-61].

Typical technology of CTS reconfiguration under the
condition of a single-resource failure includes the following
main steps: Stepl — fixing an analysis time and place of a
resource failure, interruption of the task that used the defective
resource, passing the task to another resource with or without
retention of intermediate results; Step2 — removal of the
defective resources from the CTS configuration, making an
attempt to use reserve resource of the same type or of another
type with similar functionality; Step3 — removal of
connections with the faulty resource, prohibition on its use, as
for the faulty resource itself, making an attempt of its
recovery.

If a task of a high priority uses the faulty resource than it
can conflict with the tasks of the resource it is passed to, so it
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can be needed to preempt or to abort tasks of lower priority
according to the service procedure.

The described technology is usually implemented in
modern CTS at a micro-level, which is at the level of CTS
elements and blocks. Special hardware and software modules
are used. This reconfiguration sometimes is named blind
reconfiguration, as the following operations are not fulfilled:

 accounting and analysis of tasks, their characteristics, and
functions;

+ analysis and estimation of the current state of CTS as a
whole;

* real-time calculation, estimation and analysis of system’s
goal abilities for reasonable reallocation of CTS functions
among its runnable elements and subsystems.

In a real situation, a single-resource failure can cause
failures of some other resources or can reduce their efficiency.
Therefore, a substitution for a faulty resource may necessitate
completely new efficient configurations of CTS.

The following intermediate conclusions can be considered
now:

 firstly, besides the compensation of failures, the
reconfiguration can be used to improve the operating
efficiency of modern CTS;

» secondly, to implement the proposed concept it is
necessary to construct such formal tools that can join together
the processes of CTS reconfiguration and the processes of
CTS use at different phases of system life cycle.

The presented considerations have led us from a narrow
traditional interpretation of CTS reconfiguration to a wide
interpretation within a new applied theory of CTS structure
dynamics control. Developing of this theory is one of the main
aims of our investigations in the project.

IV. MODEL AND ALGORITHM OF COMPLEX PLANNING OF THE
WORKS IN THE VIRTUAL ENTERPRISE INFORMATION SYSTEM

Virtual enterprises (VEs) are the organizations that are

created from the geographically distributed independent multi-
profile partners (real enterprises), united into a common
organizational and technical structure based on the
information and telecom technologies for the time of
execution of the common order [32 - 34].
The main purpose of VE is to use some resources provided by
the individuals and legal entities in a timely and effective
manner to enable each party involved to make profit during
the solution of the common production task. Comprehensive
analysis of the processes of creation and functioning of the
modern integrated industrial and transportation enterprises
(IITE, including VE) shows that these organizations as the
management objects are characterized by structural dynamics.
Thus, during their designing and application it is required to
be capable of promptly solving several important tasks of the
structural and functional synthesis of their appearance. Such
tasks, primarily, include: partner selection tasks (for example,
manufacturers and suppliers of the component parts and
finished goods); order configuration tasks; order placement
tasks; configuration tasks on the transport network and
information and technological resources [32], [33].
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The major subsystem of any VE is its integrated
information system (IIS) that is created based on the
operational configuration (structural and functional synthesis)
of IS, providing the functioning of both real enterprise,
engaged in temporary cooperation, and their interaction during
the industrial operations. It should be noted that structural
dynamics caused by various reasons (objective, subjective,
internal, external, etc.) [35] is characteristic of both IIS and
VE. Figure 1 graphically illustrates the possible scenario
variants of structural dynamics if applied to modern IS.
Previous research showed that for the purposes of improving
(maintaining) the IIS operability and capability level or

Virtual Enterprise (VE)
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Business
Processes

System State
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System State

ensuring the best conditions of the degrading of such systems
it shall be required to manage their structures (including the
IIS structure reconfiguring management). At the present time,
there are various variants of IIS dynamic management. These
primarily include [35]: changing of ways, purposes of IIS
operation, their contents, sequence of execution under various
conditions; relocation of separate IIS elements and
subsystems; redistribution and decentralization of functions,
tasks, management algorithms, information streams between
the IIS levels; utilization of flexible (shortened) IIS

management technologies; reconfiguration of IIS structures in
case of their degrading.
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Fig. 1. Possible scenario of structural dynamics applied to modern IS

Structural dynamic management (SDM) tasks on IIS are
attributed by their contents to the structural and functional
synthesis of IIS appearance and generation of the relevant
development management programs [35—40]. This article
reviews one of the IIS SDM tasks in connection with the
operative generation and implementation of the planning
technology for business processes (BP) of VE and the work
performed in IIS to ensure qualitative implementation of BP.

A.  Task Setting

The process of operation of the modern VE IIS is described
by the high intensity of change of both VE BP execution
conditions and composition of the tasks in connection with the
implementation of the relevant information processes.

To ensure that VE IIS fulfils all the tasks set under the
specified conditions it shall be required to develop flexible
ways of application for each IIS to allow prompt redistribution
of the aims, functions and tasks solved (algorithms) among the
VE 1IS elements, subsystems, levels subject to the observed
situation. Such tasks primarily include: reception,

transmission, storage, processing, generation, planning and
management tasks of both VE as a whole and its IIS.

When redistributing such tasks between the software and
hardware complexes, located in the VE IIS nodes, alongside
with the evaluation and analysis of the VE IIS application
efficiency, it shall be required to perform the matching of the
selected BP implementation methods in the relevant VE
subsystems with the target and information and technological
capabilities (TCs and ITCs) of VE IIS each time. The
mentioned feature of BP automated management (AM)
process arrangement is connected with the fact that each BP in
the respective VE node shall have the corresponding structure
of the information subsystem of this node, included in the VE
global IIS and, as a result, its own variants of arrangement of
the information streams within the management circuits,
implemented in the given hardware and software architecture
of IIS.

In formal terms, the task of selection (synthesis) of both BP
structure of the specific VE and the task of operative structural
and functional VE IIS synthesis and the relevant distribution
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(redistribution) of each BP management functions between the
VE IIS levels are close in their content to the task of structural
and functional synthesis of complex system, when both system
functioning optimization and simultaneous distribution of the
functions in the system nodes and their composition selection
are performed. Additional feature of the task in question (in
comparison with the variant, described in [38, 39]) is that its
solution must be performed promptly under conditions of tight
time limits, connected with the process of designated VE IIS
application.

The task of prompt distribution (redistribution) of
management functions may be solved at various stages of
implementation of such BP. For the purposes of certainty in
this article we shall review the case, where the task in question
is solved at the stage of planning of the VE IIS application,
during which the simultaneous preliminary distribution of BP
management functions between the main VE IIS elements and

subsystems and the generation of the management
programmes take place.
At the stage of operational management (plan

implementation stage) the previously obtained management
effects may be adjusted by input of previously planned
reserves and based on the change of the previously composed
plan of management function distribution and technological
operation execution, or when reconfiguring the relevant VE
IIS structures.

When setting a task to promptly plan the function
distribution in VE IIS, we shall assume that the following sets
are known to us: 4={A4, [ € N={l,..,n}} — a business
process set required to be implemented in any subsystem
(node) of VE IIS within the given time slot 7= (%, t]. BP and
relevant management function implementation ensures
successful achievement of the targets, set before the VE within
the T time slot. Speaking about the management functions we
shall, firstly, denote the aim setting, planning (long-term,
short-term), operative management, control, accounting,
evaluation and VE IIS condition, situation analysis and
coordination functions. To set 4= {4, [ € N} the set of
information and technical operations
DY = {Dg), oeK={l,.,s;}} is directly connected, the
execution of which ensures successful BP implementation
A;, i=1,...,n; as well as the set of main VE IIS elements and
subsystems  (nodes), we shall designate it as
B={B;, j € M={1,...,m}}; we also introduce to the review the

set of technical complexes (TC)
CY =(C, 2eL={l,.,1}} (for example: servers,
workstations, etc., with the relevant software and

mathematical and information means (SMM and IM)),
included in subsystem B; Based on these TCs this or that
specific BP management function (functions) may be
implemented in B;.

Let us assume that the matrix function E(t) = |[e;()I],
elements of which are the Heaviside functions, is known to us.
In this case let gy(t)=1, if the space and time and technical
restrictions allow implementing within B; subsystem the A4;
function within ¢ time slot; otherwise let gj(f)=0. Let the
information interaction of TC in VE IIS be performed via the
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duplex communication channels (phone, telegraph, radio
channels).

Figure 1 shows, for example, seven possible structural
conditions of VE IIS, in which this system and its elements in
the process of designated application may exist. The arrows in
Fig. 1 show the variants of information interaction of these
elements between each other. The above-mentioned variants
correspond to the various ways concerning the application of
VE 1IS, various space locations of its elements and subsystems
in relation to each other.

Problem description of operative planning of
implementation and distribution of management functions
between the TC and VE IIS is aggregated as follows: it is
required (with consideration of the above-mentioned source
data of the known space and time, technical and technological
restrictions) to find the best variants of assignment of the
management functions to its elements and subsystems,
variants of process operation execution plans to ensure the
implementation of the management functions for each of the
given structural conditions Ry, Ry,..., R, of VE IIS and to
perform the ordering of the above-mentioned structural
conditions of VE IIS in the order of priority. The task of
priority setting shall be performed using the system of
parameters, describing the target and information and
technological capacities of VE 1IIS, its structure and
technological features.

Generated task is attributed to a multi-criteria selection task
class in case of the end set of alternatives, which may be the
structural conditions of VE IIS.

B.  Combined Algorithm of Solution of Work Complex Planning
Task in the Virtual Enterprise Information System

Algorithm of the set task solution includes the following steps.
Step 1. Using the analytical (simulation, analysis and
simulation) models of each of the given structural conditions
R\, R,,..., R, it is necessary to perform the optimal BP and the
relevant management function distribution between the
subsystems (nodes) of VE IS, planning of the process
operation execution to ensure the successful BP
implementation and calculation of the VE IS capability
parameters. Therefore, the following may be selected: total
number of management functions implemented in its
subsystems in 7 time slot, total BP number within the given
macroconditions, total number of process operations executed
in T time slot, total duration of implementation of all the given
management functions in 7 time slot. In case of consideration
of uncertainty factors, these parameters have either probability
and statistical or uncertain and possibility interpretation [41],
[42].

For the quantitative evaluation of the above-mentioned
parameters, we shall review the following model, the basis of
which is the dynamic interpretation of the management
function redistribution processes in VE IS and processes of
execution of the relevant process operations [35-37], [40]:

m !
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where x,@) (¢) is the variable, the value of which at ¢ time slot
equals the current duration implementation of BP A, in the
subsystem B; for the situation, when u(¢) ®=1; x(o) is the

variable, describing the condition of process operation

()

execution Dg) ; ¥;'7 1s the variable, which is equal to the

duration of the time slot since the moment of completion of
the implementation of BP A4; in the subsystem B5; till the

© 0 _(0) _(0)
a %y v

(edge conditions), values of which shall be (or may be)
possessed by the relevant variables xi(‘ﬁ)(t) , xy)(t),x;"’)(t),

0 0
X (0.x(5)

moment =t a? . a

5, are the given values

a a a

(¢) at the end of the planning time slot in the

time slot #=t; uf?), u'® 2 ,(f) are the management effects,

where u(¢) (1) =1, if BP 4; is implemented in the system B;,
ul(f) (t) =0 otherwise; ”i(?s) ! ,(®) =1, of the process operation
DY is performed at TC CY), u'Q. ;2(0)=0 otherwise;
VW =1, if BP A4; has been implemented in subsystem B,

(¢)

v;*7 =0 otherwise; I'y,I' — set of numbers of management

functions, which directly precede the management function A4;
(in accordance with TCM elements and subsystems of VE IS)
and are logically connected with them with “AND” and “OR”

operations respectively; I 5,, I;5, — set of numbers of

process operations D' and D"

.~ » which directly precede the

operation Dg) and are logically connected with them with

“AND” and “OR” operations, respectively.

Thus, using the limits of view (2) and (3) the possible
sequences of management function implementation and
process operations are set. In accordance with the limitations
of view (4) and (5) in each current time slot the BP 4; may be
implemented within the single subsystem B; (i=1,...n;
j=1,...,m) only and, vice versa, in each subsystem B; only the
single BP 4; may be implemented in each time slot. Similarly
with these limitations the similar limitations of the process
operations DY) shall be executed at their execution at
TC C(l)

Usmg the ratio (6) the conditions are set, undeww?jch the
activation of the auxiliary management effects Vi takes
place; the ratios (7) and (8) set the limitations of the values of
the phase variables within the time slots t=f, =t (edge
conditions), R' is the set of positive real numbers; Jy, J;, J, are
the parameters of BP distribution quality within VE IIS, where
Jo describes the total number of implemented management
functions in VE IIS in time slot t=tf; J1 is the parameter,
describing the total number of management functions of BP
4;, which has been implemented in subsystem B5; of VE IIS,
J, is the parameter, describing the time slot duration, when all
the required management functions have been implemented in
VE 1IS. To calculate the uncertainty factors within the
generated model it is purposeful to add the simulation model
of the process of management function distribution plan to the
ratios (1)—(9). In this case, within the generated analysis and
simulation complex based on the concepts, methodologies and
algorithms of the system modelling the relevant procedures of
inter-model matching may be created [35], [36].

Generally, the calculation of the extreme values of TC and
ITC parameters of VE IIS based on the suggested model (1)—
(9) is aggregated to the solution of task of optimal
management of the finite-dimensional differential dynamic
system with the mixed limitations. In [35], [36], the specific
algorithms of solution of such tasks are described in detail,
particularly, their software implementation.

In step 2 of the generalized algorithm of solution of the
task, reviewed in this article, the calculation of the structure
and topology parameters of VE IS is performed, to which the
following parameters have been attributed [41]: attainability
parameter (factor) Jy; structure compactness parameters
(structure radius Js, structure diameter J, integral parameter of
structure compactness J7); structure centricity (decentricity)
parameters Jg. Calculation of these parameters is performed
using the analytical formula in [41].

Step 3. Based on the expert survey, the matrix of the
pairwise comparison of the above-mentioned TC and ITC
parameters — K, — is generated.
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Step 4. In accordance with the algorithm, suggested in [42],
using the K, matrix the restoration of the relative weights
(importance factors) of the parameters, evaluating the variants
of the management function distribution for each given
structural condition of VE IS, is performed. For this purpose,
the search of the eigenvector of this matrix, normalized to one

@, and matching eigennumber Pp,y, is performed. For this

purpose the following equation shall be solved:

(Kep = pmax /) @cp =0, (10)
where [ is identity matrix.

Then the search of the relative weight of each variant of
structural condition (R4, Ry,..., R,) of VE IS by each parameter
separately (matrix K, generation) is performed. In each
column of matrix K, the relative weights are specified, which
are attributed to the relevant structural condition by the
respective parameter. Then the weighted sum of the given
parameters with the given factors for each alternative Ry,..., R,
is generated. In other words, the search of the resulting sets of
weights of each structural condition is performed. Next,
matrix K, shall be multiplied by vector a?cp :

ok

Ko 0= .

(11)

Step 5. The ordering of the structural conditions is
performed. The best structural condition is considered, which
has the maximum element of vector & . Each of the specified
elements of vector @ may be treated as the resulting weight
of each structural condition.

The dynamic interpretation of the processes of complex
work planning in VE IIS, reviewed in this article, allows
describing in strict mathematical terms and comprehensive
manner the mutual effect of BP and information processing,
storage, transmission (reception) processes in this system.

The proposed research of issues of the work complex
planning in the IIS in the common context of management of
its structural dynamics allows, firstly, directly connecting the
common aims, the achievement of which the current BP are
oriented to, with the purposes, which are implemented during
the IIS structures management, secondly, reasonably
determining and selecting the relevant sequences of solved
tasks and executed operations (actions), connected with the
structural dynamics (in other words, synthesize the IIS
management technology), and, thirdly, purposefully finding
the compromise solutions at preliminary distribution of
functions of BP management between the main VE IIS
elements and subsystems and generation of programmes
(plans) of their management. Meanwhile the preliminary
ordering of the above-mentioned structural conditions of VE
IIS allows promptly fining the programmes to manage its
structural dynamics in case of degradation of the above-
mentioned system. To this date, several versions of the
software prototype to solve the IIS SMD tasks have been
developed in various subject areas, which have confirmed
operability and effectiveness of the suggested model and
algorithmic support.
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Andrejs Romanovs, Boriss V. Sokolovs, Vadims V. Burakovs, Semjons A. Potrjasaevs, Aleksandrs Trufanovs. Virtuala uzpémuma informacijas
sistéemas parkonfiguré$anas algoritmi un modeli

PielietoSanai sarezgitu objektu rekonfiguracijai nepiecie$ams izskatit, ka sarezgitu objektu vadibas tehnologiju parvaldibas struktiiru nepilnibu kompensacijai,
kuru merkis ir uzlabot sarezgitiem objektiem ilgtsp&jigu funkcionalitati ar papildus struktGrfunkcionalitati, stradajosu dinamiski mainiga vide.
Struktarfunkcionalitates rekonfiguracija izmaina sistémas topologiju un darbsp&jigas $is tehniskas apak$sistémas raksturojumu. Tas dod iespgju likvidét sekas
dazadu destruktivu darbu veikSanai objekta un piedava elastigu pardali sistémas mérka pielietoSanai, uzdevumiem un funkcijam starp vadibas sist€émas
neatteiktajiem elementiem. Pie tam tiek nemtas véra pielaujamas funkcijas pasliktinatie (pielaujamas robezas) kvalitates raditaji sarezgitam objektam. Piedavatas
virtualas uznémuma informacijas sistémas dinamisko interpretacijas procesu kompleksas planosanas parkonfiguréSana un integré$ana, dod iesp&u matematiski
precizi aprakstit un vispusigi izpétit savstarpgjo ietekmi starp biznesu procesu un informacijas apstrades, glabasanas un parraides procesiem minétaja sistéma. Sis
pétijums par dinamisko interpretacijas procesu kompleksas planosanas parkonfiguréSana un integréSana sistéma, tas dinamiska struktiira kopgja konteksta dod
iesp&ju: 1) apvienot kop&jos mérkus, kuri tiek orientéti uz tekoSo biznesu procesiem, ar mérkiem, kuri tiek realizéti, vadot integrétas informacijas sist€émas
struktiiras; 2) pamatoti noteikt un izvéleties atbilstoSu secibu risinamiem uzdevumiem un izpildamam operacijam (darbibam), kas saistitas ar strukturéto
dinamiku (citiem vardiem, sintezet vadibas tehnologiju integrétai informacijas sist€émai); 3) atrast kompromisa risinajumus, izmantojot planoto biznesa vadibas
funkciju sadalijumu procesiem starp pamata elementiem un virtualo uzpémumu integrétas informacijas sistémas apak$sistémam un vadibas planu sagatavosanu.
Lidz ar to virtuala uzpémuma integrétas informacijas sist€émas iepriek§gja uzskaitito struktiiru sakartosana dod iesp&ju sistémas degradacijas gadijuma operativi
atrast struktiiras vadibas dinamikas programmu.

Amnpnpeii Pomanos, bopuc Bragumuposuu Coxonos, Bagum BuranbeBnu Bypaxos, Cemén Anexceesnu Ilorpsicaes, Anexcanap Tpydanos. Moaenu u
JIFTOPUTMBI PeKOH(HUTypauuy HH(POPMALMOHHON CHCTEMbI BUPTYaJIbHOIO NpPeNpHsSITUS

ITpMEHHTETEHO K CIOXKHBIM OOBEKTaM, PEKOH(UIypaluio ciexyeT pacCMaTpPHBATh KaK TEXHOJOTHIO YHPAaBIEHUS CTPYKTYPaMH CJIOXKHBIX OOBEKTOB IS
KOMIICHCAllM OTKA30B, HAIPABJICHHYIO Ha IOBBIICHWE JKUBYYECTH (YHKIMOHHPOBAHHUS CJIOXKHBIX OOBEKTOB, OOJIAJAIOIIHX CTPYKTYPHO-(QYHKINOHAIBHOU
U30BITOYHOCTBIO U (DYHKIHOHHPYIOIIMX B JMHAMHYECKH H3MEHSIOMUXCS YCIOBUAX. CTPYKTypHO-(yHKIHOHANbHAS PEKOH(PUIYpallls U3MEHSET TOIOJIOTUIO
CHCTEMBI, XapaKTePHCTUKH PAOOTOCIOCOOHOCTH €€ TEXHHYECKOH MOACHCTEMBL. JTO MO3BOISIET JIMKBUAHPOBATH NOCIEACTBHSA PA3IHYHBIX JECTPYKTHBHBIX
BO3JeicTBHIl Ha OOBEKT W NpelnoiaraeT rmOKoe IepepaclpelielieHHe BBIIONHASMBIX CHCTEMOI Iienei, 3amau W (QYHKIMI MexIy He OTKa3aBLIMMHU
KOMIIOHEHTAMH CHCTEMbI yIpaBlieHHs. [Ipyu 3TOM y4MTBIBAaeTCSA JOIYCTHMOCTh (YHKIHOHMPOBAHMS CIIOKHOTO OOBEKTa € YXY/IIICHHBIMH (B 3aJaHHBIX
mpefenax) IOKasaTeJlsIMH KadecTBa. llpennoxxkeHHas AMHAMUYECKAas HMHTEPIPETAlMsl IPOIECCOB KOMIUIGKCHOTO IUIAHUPOBAHHSA PEKOHGUTYpalud B
HUHTETPHPOBAHHOH HHOOPMAIIMOHHON CHCTEMe BHPTYaIbHOTO NPENPUITHS MO3BOJIIET CTPOr0 MaTeMaTHYECKH OIMCAaTh H BCECTOPOHHE HCCIEI0BATh B3AaHMHOE
BIIMsSHUE OW3HEC IIPOIECCOB U IIPOIECCOB OOpabOTKHM, XpaHEHHMs, mepenaun (mpuema) wH(boOpMamuu B yka3aHHOW cucrteme. Ilpemmaraemoe mccienoBaHue
BOIIPOCOB KOMIUIEKCHOTO IUTAHUPOBAHUS PEKOH(UTYpalli B HHTETPUPOBAHHOH MH()OPMALMOHHOM CHCTEME B 00IIeM KOHTEKCTE yNpaBIeHHS e CTPYKTYpHOU
JIMHAMHKON MO3BOJIIET, BO-TIEPBBIX, HEMOCPEICTBEHHO CBSI3aTh OOIIHE IIeNIH, Ha JOCTIDKEHHE KOTOPBIX OPHEHTHPOBAHBI TEKYIHe OU3HEC IIPOLECCHL, C IeNIsIMY,
KOTOpBIE PEaTU3yIOTCS B XOJ€ YIPABICHHUS CTPYKTypaMH HMHTEIPHPOBAaHHOH MH(OPMAIIOHHOH CHCTEMBI, BO-BTOPHIX, 0OOCHOBAaHHO OIPENEINUTh U BBHIOPATh
COOTBETCTBYIOIIHUE I10CIIEOBATENLHOCTH PELIAEMBIX 3a/1a4 H BBINOJIHAEMBIX ONepalyil (1efcTBH), CBA3aHHBIX CO CTPYKTYPHOH AMHAMUKOH (JpYTUMH CIIOBaMH,
CHHTE3HPOBATh TEXHOJIOTHIO YIPABICHU HHTETPHPOBAHHOIH HHOOPMALMOHHOH CHCTEMOIA), U, B-TPEThHX, OCO3HAHHO HAXOJUTh KOMIPOMUCCHBIE PELIeHUS IPU
NPeIBAPUTEIIBHOM paclpesielIeHHy (YHKIUH yIpaBieHHs OH3HEC-IPOIlecCaMd MEXJIy OCHOBHBIMH JJIEMEHTAMH M IIOJICHCTEMAaMH HHTETPUPOBAHHOU
MH(POPMAIIMOHHON CHCTEMBI BUPTYAILHOTO HPEANPUSTHS U (POPMUPOBAHUH NPOrpaMM (IUIAHOB) ynpaieHus UMHU. [Ipy 3TOM IpeiBapUTENIbHOE YIOPSJ0UCHHE
MIePEYUCICHHBIX CTPYKTYPHBIX COCTOSIHUI MHTETPHPOBAHHOH HH()OPMALMOHHOH CHCTEMBI BUPTYaIbHOTO MPEANPHUATHUS I03BOJIAET IIPU AerpaJallii yKa3aHHOU
CHCTEMBI OIIEPaTUBHO HAXOAUTH IIPOrPAMMBI YIIPABICHHUS €€ CTPYKTYPHOI AUHAMUKOIL.
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